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Preface

 
 

Dear participants, 

It is our honour to welcome each of you to the 32nd European Simulation and 
Modelling Conference - ESM'2018 held in association with Ghent University. During 
two and a half days, this conference aims to be a meeting place where scientists and 
technicians in the field of Simulation and Modelling can find a discussion forum to 
promote research and exchange ideas.  The programme is organized to allow for 
ample opportunity to meet and discuss, encouraging a high level of interaction and 
reflection on new research ideas. 

We have some 42 participants from 20 countries with presentations grouped in 10 
main themes such as Simulation Methodology and Tools, Simulation in Engineering 
Processes, Web and Cloud Based Simulation, Supply Chain Simulation, Simulation 

in Energy and Power Systems, and Queueing Models.  

Furthermore, we are honoured to announce our keynote speakers, Ivo Adan 
(Technical University of Eindhoven), talking about multi-class queueing applications 
in automated warehousing systems, and Jan Van Impe (University of Leuven), who 
will talk about advanced dynamic optimization of (bio)chemical processes under 
parametric uncertainty. Moreover, we invited two additional speakers, Jacob 
Kegerreis (Durham University), talking about smoothed-particle hydrodynamics 
(SPH) simulations, and Leon Rothkrantz (Czech Technical University), talking about 
flooding disaster models. We are very grateful that they could accept our invitation to 

share their expertise with us. 

We are indebted to a number of people without whom the conference would not be 
possible. First of all, we would like to thank all authors for sharing their contributions. 
Our thanks also go to all members of the International Program Committee for the 
critical reviewing work that was key to maintaining the high scientific quality of the 
conference.  

Furthermore, we would in particular like to thank Philippe Geril from EUROSIS, 
whose continued dedication and hard work, as the conference organizer, was 

indispensable for a succesful organization of  ESM’2018.  

Finally, we would like to wish you all a stimulating and inspiring experience at the 

conference and a pleasant stay in the beautiful city of Ghent. 

 

Veronique Limère 
Dpt. Business Informatics and Operations Management 

and 
Dieter Claeys 

Dpt. Industrial Systems Engineering and Product Design  
Ghent University, Belgium 

 
 ESM’2018 General Chairs 
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William Conley 

Austin E. Cofrin School of Business 
480B Wood Hall 

University of Wisconsin-Green Bay 
Green Bay, Wisconsin  54311-7001 

U.S.A. 
Conleyw@uwgb.edu
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Nonlinear systems, modal averaging, multi stage Monte 
Carlo optimization, statistical theory and application. 

���������
�
The fields of linear algebra and subsequent linear 
programming have made great strides in solving large 
scale systems of equations and linear optimization 
problems.  However, so many times in the real worlds of 
big business, science and economics, the truly practical 
models are nonlinear.  Therefore, with linear programing 
and linear algebra one obtains the exact solution to the 
wrong question.  However, some of the linear models are 
accurate enough to be very useful.  Presented here will be 
statistical optimization (or multi stage Monte Carlo 
optimization) simulation with modal averaging applied to 
a 125 variable system of 125 nonlinear equations and 
solved for the true optimal solution with no equation 
errors.  Then a nonlinear system with no solution will be 
studied to see that even in that case a perhaps useful 
approximation solution can be produced with multi stage 
Monte Carlo optimization simulation. 

�
��	�����	


Consider the system of equations: 
 x1 + x2 = 11 
 2x1 + 7x2 = 47 
It could be solved by substitution or cancellation.  
However, a third way would be to transform it into the 
optimization problem:  minimize f(x1, x2) = |x1 + x2 - 11| 
+ |2x1 + 7x2 - 47| and write a computation simulation 
program of the multi stage Monte Carlo (MSMCO) type 
to cross the sampling distribution of the feasible solution 
space to the minimum error of zero.  In this case that 
would occur at x1 = 6 and x2 = 5.  Please see Figures 1 
and 2 for partial geometric and statistical representation of 
MSMCO crossing feasible solution space to look for the 
minimum solution. 
Now let us look at a large problem. 

������������
	
��
�����������

It is desired to find an all whole number solution in the 
range 1 to 50 for the following 125 equations with 125 
variables system: 

x  + x126-ix125-i + x124-i = ci  (i) 
 for i= 1, 2, 3,  . . . 65  �
x  + x71x76 + x81 = 331,898 (66)
 and for i = 67, 68, . . . 122 the following 
x  + x126-ix125-i + x124-i = 4,477,711 (67)
     and 
  �    ci    �

�    �    �
�    ci    �

  and also 
x  + x3x2 + x1 =15,225  (123)
x  + x16x51 + x89 = 161,367 (124)
x  + x27x99 + x42 = 131,059 (125)
1 ≤ xi ≤ 50 and all whole numbers for the  i=1, 2, 3, . . . 
125 equations is desired.  All of the constants ci’s for the 
values for the right hand sides of the equations follow 
here in the pattern: 
 c1     c2      c3     c4     c5
 c6    c7      c8       c9     c10
  �         �        �       �         �
 c121     c122   c123     c124     c125

Note that the five written out above are underlined for 
ease of reading and the Ljs are the left hand side of the 
equation. 

707672 50856 1874312 2560355 7336
29206 5308950 51337 280941 1691

3418939 6250098 130528 1186414 1048772
6250053 234329 3113057 3772 532198

369 614888 6250296 5309455 2206
5766822 105855 1049425 1187136 39793
4101888 4101927 390947 290 443

132 391447 2315331 8602 40488
337 105756 6251138 2086785 1051053

1598 609 1874454 2085301 6250377
532236 1136 55 194525 436

1875567 4100911 3111996 1735 279992

5



2085200 390804 234844 3374 2175
331898 4477711 3223 2561668 1500757

6626 48 810037 83706 4102013
6033 52034 130436 531485 5764967

6251266 1050494 1337243 234396 2825868
6250165 560376 4478432 83550 632
1336373 1416 5309586 533480 4101288
810494 2314515 195106 2560884 6250146

3418947 282269 16043 130404 105037
2825992 1186237 2560974 1133 30194

51700 1049253 2289 16797 21017
1048729 1336729 160733 391258 390782
810397 16136 15225 161367 131059

Therefore, the 125 equations with 125 variables system is  
      125 
transformed to minimize f(x1,x2,x3, . . . x125) = Ʃ  |Lj-Cj| 
      j=1 

for 1 ≤ xi ≤ 50 and i=1, 2, . . . 125.  All xi’s are whole 
numbers and Lj and Cj are the left and right hand sides 
respectively of the 125 equations.  Please note that this 
simulation is started with real values for the xi’s.  
However, once the modal averaging starts the whole 
numbers start to appear on the way to the exact solution 
of all whole numbers by the end of the simulation 
optimization. 

�����	����	
����	�����

The solution plan is briefly illustrated in Figure 1.  There 
are 50125 ≈ 2.3x10212 feasible solutions.  Therefore, any 
type of complete search would take forever. 

The solution approach used here (the algorithm) was to do 
two multi stage Monte Carlo optimization (MSMCO) 
simulation tries of 24 stages each in the xi = 1 to 50 region 
for i = 1, 2, . . . 125 drawing 60,000 sample feasible 
solutions at each stage of the ever free floating always 
moving (and decreasing in size) geometric shapes that are 
chasing across the feasible solution space.  These first 
attempts are done with real arithmetic. 

However, then these two approximate answers are 
compared coordinate-wise and if any of the variables 
values are within .015 of each other, their average is 
rounded to the nearest whole number and pinned down at 
that value for the rest of the simulation.  After these two 
solution attempts two more are tried (numbers 3 and 4) 
with the 1 and 2 tries common values still pinned down.  
Then the comparison of these two 60,000x24 simulation 
solution attempts is compared for each pair and again if 
their difference is ≤ .015 it is averaged and pinned down 
(rounded to the nearest whole number) for the rest of the 
simulation.  These pairs of 60,000x24 simulations are 
done six times with subsequent pinning down taking place 
as the whole solution then emerges on the 13th pass 

(simulation).  It is presented here with no error in all 125 
equations. 

Figure 1:  Twelve Solution Tries were Averaged to Lead 
to the Solution on the Thirteenth Attempt 

These 13 solution attempts of 60,000x24x13 = 18,720,000 
feasible solutions were all controlled by an outer loop in 
the program so that this program ran in 4 minutes of 
computer time in the author’s office and printed the 
solution: 

X1=29 X2=15 X3=37 X4=40 X5=9
X6=13 X7=48 X8=15 X9=23 X10=6
X11=43 X12=50 X13=19 X14=33 X15=32
X16=50 X17=22 X18=42 X19=7 X20=27
X21=2 X22=28 X23=50 X24=48 X25=2
X26=49 X27=18 X28=32 X29=33 X30=14
X31=45 X32=45 X33=25 X34=3 X35=4
X36=1 X37=25 X38=39 X39=9 X40=14
X41=7 X42=18 X43=50 X44=38 X45=32
X46=4 X47=3 X48=37 X49=38 X50=50
X51=27 X52=5 X53=2 X54=21 X55=3
X56=37 X57=45 X58=42 X59=5 X60=23
X61=38 X62=25 X63=22 X64=7 X65=6
X66=24 X67=46 X68=6 X69=40 X70=35
X71=9 X72=1 X73=30 X74=17 X75=45
X76=8 X77=15 X78=19 X79=27 X80=49
X81=50 X82=32 X83=34 X84=22 X85=41
X86=50 X87=40 X88=46 X89=17 X90=5
X91=34 X92=6 X93=48 X94=27 X95=45
X96=30 X97=39 X98=21 X99=40 X100=50
X101=43 X102=23 X103=11 X104=19 X105=18
X106=41 X107=33 X108=40 X109=1 X110=13

6



X111=15 X112=32 X113=6 X114=11 X115=12
X116=32 X117=34 X118=20 X119=25 X120=25
X121=30 X122=11 X123=11 X124=20 X125=19
�
��������	
�
�
After the first stage of the 60,000x24 stages sample the 
“best” solution had a total error of 168,993,744.  
However,  after the 24th stage (always following the trail 
of better and better answers) the total error has decreased 
to 1,977,986 which is better but still not good. 

However, after the second 60,000x24 solution attempt 
where the variable values that appear to be the same are 
pinned down the answer starts to improve.  By stage 9 the 
total error is at 1266.  Then by stage 11 the total error is 
31.  Stage 13 reports a total error of 0 and the correct 
answer which checks in all 125 equations. 

Notice x1=29 is in the solution.  If it were pinned down 
incorrectly at 28 somewhere in the program, then the final 
solution would be wrong.  Therefore, it’s important not to 
pin down a variable value until the program is almost 
certain that that value must be in the true optimal solution 

Would it be better to run this program longer and use a 
mode of 3 before pining any variable value down?  
Possibly modes of 3 or 4 might be better in some cases.
(Conley 1993) and (Conley 1991) tried modes of 5 and 7 
for averaging on the so called shortest route (or travelling 
salesman problems) problem connecting 150,200 and 600 
points in a minimum distance.  However, that did not 
involve solving systems of nonlinear equations and in the 
1990’s only samples of a few hundred or a thousand were 
practical so to mitigate the risks modes of 5 and 7 were 
selected. 

However, today 60,000 samples can be drawn in an 
instant so there is inherently less risk and cost than there 
was in simulations last century.  Would it be possible to 
use the sample means, or geometric means, or medians or 
harmonic mean or another measure of central tendency in 
these simulations?  Also, instead of using .015 as a 
measure of deviation (which is a function of the range) 
would standard deviations work?  Yes, all of these will 
work to close in on an optimal solution with statistical 
optimization (MSMCO) simulation. 

Consider another system of nonlinear equations. 

���	
������
��

It is desired to find an all whole number solution to the 
following seven variable and eight equation nonlinear 
system in the range 1 ≤ xi ≤ 720 for i=1, 2, 3, 4, 5, 6, 7 and
all whole numbers. 

 x + x1x2 + x3x4 = 7906849  (1)
 x  + x2x4 + x5x7 = 136177802  (2)
 x  + x1x3 + x1x7 = 17362829  (3)
 x  + x1x4 + x5x6 = 239640510  (4)
 x  + x1x5 + x6x3 = 801750  (5)
 x  + x1x4 + x5x7 = 63705400  (6)
 x  + x1x4 + x6x3 =347654206  (7)
 x1 + x  + x  + x5x7 = 711899  (8)
Here the attempt is made to minimize  
                                   8 
f(x1,x2,x3,x4,x5,x6,x7) =Ʃ |Lj-Rj| subject to 1 ≤ xi ≤ 720     
              j=1 

with Lj and Rj being the left hand side and the right hand 
sides of equations respectively for j=1,2 . . . 8.  The fact 
that the number of equations exceeds the number of 
variables makes it probable (although not certain) that 
there is no solution.  However, sometimes business people 
and/or scientists want (and can use) approximate solutions 
if an important problem has no exact solution. 

Therefore, it is decided to use regular multi stage Monte 
Carlo optimization without modal averaging.  Also, this 
feasible solution space has about 1020 values which is 
smaller compared to the previous problem of 
approximately 10212 feasible values. 

Therefore a 40 stage MSMCO simulation drawing 
1000000 sample answers at each stage is tried.  The best 
answer produced was 

 x1=197  x2=514   x3=258  x4=621  x5=88  x6=399  x7=703  

which has an error of 1 in equation 8 and no errors in the 
other seven equations.  Therefore, it appears that there is 
not an exact solution.  However, in a practical application 
this small error might be acceptable. 

Note that extended precision calculation was employed 
somewhat because of the large number of figures in some 
of the constants.  Figure 2 gives a partial geometric and 
statistical view in two dimensions of MSMCO trying to 
close in on a useful approximate solution with very little 
error. 
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Figure 2.  A Multi Stage Monte Carlo Optimization 
Simulation Looking for the Minimum Error Solution 

�	
�����	
�
�
Presented here were two systems of nonlinear equations.  
Multi stage Monte Carlo optimization (MSMCO) did not 
solve the seven variable eight equation system for an 
exact solution,   although   it   did   come up   with an  
approximate solution.  The difficulty appears to be that 
there is no exact solution to be found.  This can happen in 
big business, small business, economics and science 
where there are so many goals in relation to the number of 
variables to be met (and customers to be satisfied).
However, MSMCO simulation can be useful providing 
approximate solutions when no true optimal is available.  
Also, more equations (8) than variables (7) usually means 
no exact solution. 

The featured example of 125 nonlinear equations with 
125 variables did have an exact solution and MSMCO (or 
statistical optimization) did find it in four minutes of 
computer run time making heavy use of statistical 
averaging.  Does this mean all very complex 125 variable 
nonlinear problems are solvable?  Probably not yet, or 
ever, perhaps.  However, once it becomes more widely 
known that local optimals (which are the real worry) tend 
to pile up around the true optimal and/or lead a path to the 
optimal, statistical optimization can be applied to so many 
fields (Conley 2013). 

The statistical averaging of MSMCO simulations is 
crucial to solve the very large optimization problems if 
there are few solutions.  The authors (Anderson 2003), 
(Anderson, Sweeney 1999), (Black 2014), (Conley 2013), 
(Conley 2016a), (Conley 2016b), (Conley 2016c), (Hayter 
2002), and (Keller, Warrack 2003) present much useful 

statistical information for researchers interested in this 
statistical approach to simulation for large optimization 
problems. 

One example would be to do 100 MSMCO solution tries.  
If they all fail to find the solution, just average them all 
(coordinate-wise) and keep going.  In a sense that was 
what was done here on the 125x125 problem.  Hundreds 
of solution attempts failed.  However, the average of them 
led the way to the true optimal by the end of the 
simulation. There are patterns in the sampling 
distributions of optimization problems and statistical 
optimization will find them and through additional 
averaging close in on the optimal. 

The 75 equation with 300 variable nonlinear system of 
equations that was solved in (Conley 2016) was a 
challenging problem.  However, because the number of 
variables greatly exceeded the number of equations, there 
were “solutions” in many locations of the 300 
dimensional space.  Therefore, locating one of these was 
just a matter of time (or minutes) with multi stage Monte 
Carlo optimization (MSMCO) simulation.  However, the 
125 variable with 125 equation nonlinear system 
presented here has probably only one whole number 
solution, so for the MSMCO simulation one has to be 
very careful navigating through 125 dimensional space.  
This is where the statistical averaging becomes so 
important.  One could even argue that our solution 
algorithm tried twelve major  MSMCO runs and they all 
produced approximate “wrong answers.”  However, the 
continual successive averaging of them (successive 
approximation) was the exact solution with no error in 
any of the 125 equations.  Even though the true optimal 
was found, computer statistical processes do have risks.  
However, these risks can be managed and mitigated in 
science, business and engineering. Additionally, Figures 
3, 4, and 5 show three dimensional representations of 
MSMCO maximizing and minimizing functions. 
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Figure 3:  Optimizing with Multi Stage Monte Carlo 

Almost any computer language can be used to write the 
MSMCO simulation optimization programs. The author has 
used six different programming languages on these programs 
over the years. 
�
�

�
Figure 4:  Three-Dimensional Search with MSMCO 

�
Figure 5:  Closing in on the Solution with 

 Statistical Optimization 
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Complex systems, nonlinear equations, averaging of 
approximations, exact solutions, error reduction. 
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Linear algebra, linear programming and even least 
squares forecasting which produces a system of linear 
normal equations that can be solved in forecasting 
problems, are all useful in many settings. However, so 
much of the real world of big business, science, 
engineering, economics and correlation analysis deals 
with factors and variables and systems of equations that 
should be nonlinear. 

However, in the early part of the twentieth century, 
computers were not available so linear theories dominated 
because nonlinear systems were harder to solve with 
classical mathematics. 

Today, in the early part of our twenty-first century, 
computers are powerful enough and so ubiquitous that 
virtually any scientist, business person or economist has 
enough computing power on her/his desk (or smart 
phone) to tackle difficult nonlinear systems in 
applications.  Presented here is a 200 variable 200 
equation nonlinear system of equations which is worked 
on and solved using the statistical optimization simulation 
approach. 

�
��	�����	


Consider the system of equations: 
 x1 + 2x2 + x3 + x4 = 32 
 3x1 + x2 + x3 + 2x4 = 53 
 x1 + x2 + 10x3 + x4 = 54 
 x1 + x2 + x3 + x4      = 27 

After taking an algebra and /or a linear algebra course one 
could solve this system of linear equations using 
substitution or cancellation. However, a third approach 
would be to transform this four by four system to 
minimize: f(x1,x2,x3,x4) = |x1 + 2x2 + x3 +x4 - 32| + |3x1 +
x2 + x3 +2x4 -53| + |x1 + x2 + 10x3 + x4 - 54| + |x1 + x2 + x3

+x4 - 27| and write a statistical optimization (multi stage 
Monte Carlo optimization) computer simulation to rocket 
across the sampling distribution of f(x1,x2,x3,x4)’s feasible 
solution space to the solution x1=7, x2=5, x3=3 and x4=12.  
Let us try a much larger and nonlinear system with our 
computer simulation Monte Carlo optimization approach 
and continual “averaging” of the approximate preliminary 
solutions in the early stages to lead us to a solution if one 
exists. 

�������������������
	
��
����
������	
�������

An all whole number solution is required for the solution 
to the nonlinear system of equations 
x + x201 - i·x200 – i + x199 – i + x198 - i = Ci

for i = 1, 2, 3, . . . 197 
 and 
x + x71 x67 x198= C198

x + x57 x112 x199= C199 

x + x26 x96 x200= C200 

 for 1≤ xi ≤ 100 for i= 1, 2, 3, . . . 200
and again, all Xi’s must be whole numbers for the 
application at hand.   There are 1 x 10400 feasible solutions 
in its sampling distribution. 

All of the constants Ci’s (the values on the right hand 
sides of the equations) are presented here as follows in the 
pattern: 
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C1 C2 C3 C4 C5
C6 C7 C8 C9 C10
" " " " "
" " " " "
" " " " "
" " " "� "
" " " " "

C196 C197 C198 C199 C200

Table 1:  Right Hand Side of Equations 
Constants 

664580 1002521 87144 307979 6570
191865 576865 805606 8217 8709

15353 3361 38311 80900 377986
102389 104188 512445 237045 266706

92038 1578 329271 8455 14023
284766 577534 12866 5337 49416

1108 4335 175689 705053 27145
615 912826 729665 706779 51227

111544 283104 196445 532348 362399
3273 92282 63230 2210 20303

239810 18224 3809 275839 277175
5895 14212 835744 554752 315979

683180 11110 139666 76788 1727
264076 59597 389225 706951 705680

79735 614493 16569 5536 47062
45438 1006010 6448 617624 308552

208196 316151 595887 1004639 364215
17044 36347 456701 274802 3083

2854 105282 7724 1003957 82464
223830 597905 374789 730082 318

79933 18791 280775 498221 943830
596969 92978 55735 43233 389225

12992 5090 16461 5092 660462
380500 258574 116430 40101 555420
836393 47980 942660 219442 1001189
439358 262472 3985 10692 4501
622158 18767 3040 41846 175965

24626 731248 457607 302497 18327
232670 165205 832449 456929 60307
231244 6764 593118 28588 99107

1759 390017 28339 51210 288427
306637 6539 1003855 595950 2955

62799 93299 11512 1020 1114
5486 5130 1937 10765 85385

238467 614293 177364 1005438 1001584
5451 4809 80237 7389 94146

1004031 1004973 3905 168652 732388
146743 15272 804593 36109 804814
176077 12555 132782 1004804 287949
831130 425010 54072 946778 464881

�

Therefore, letting Li and Ci be the left and right hand side 
of equation I respectively, the 200 x 200 nonlinear system 
of equations is transformed to minimize  
f(x1 x2 x3 . . .. x200) =
200

Ʃ |Li - Ci| subject to 1≤xi≤100 and all variables must be 
i=1  

whole numbers.  The plan is to minimize it all ways down 
to zero solving the system exactly if possible! 
�
�����	����	
��

�	����	�����	�����

In the world of theoretical mathematics an algorithm is a 
theorem that is instructive, meaning it proves the solution 
to a problem exists by finding it.  The simplex algorithm 
in linear programming is an example.  However, the 
computer field has begun generalizing the definition of 
algorithm to mean solving problems by finding a solution 
with a computer program. 

The algorithm used here was to do two multi stage Monte 
Carlo optimization (MSMCO) simulation tries of 35 
stages each in the xis equal 1 to 100 region for i= 1, 2, 3, . 
. . 200 drawing 100,000 feasible solutions at each stage 
which is ever decreasing in size and free floating to 
pursue the optimal solution region. Real value arithmetic 
is used here.  However, whole number solutions are 
required.  Therefore, after each pair of 35 stage runs is 
completed they are compared coordinate-wise and if any 
two xi’s are less than .015 apart they are averaged and 
then rounded to the nearest whole number and pinned 
down at the value for the rest of the simulation.  The 
aforementioned comparison of two is done eleven more 
times and more and more xi values are pinned down.  For 
example, if the two x200 values were 60.999 and 61.002 
then these would be “modal averaged” to be fixed at x200

= 61 for the rest of the program.  After the first sample of 
100,000 solution tries with this approach the total error 
was about 49,000,000.  However, after the two stages of 
solution tries (numbers 1 and 2 of the 25 tries) a few of 
the variable values were pinned down (reducing the 
search region).  Then after the next two tries a few more 
were pinned down, etc. 

By the end of this simulation program (which took 30 
minutes of run time on the author’s desk top office 
computer) that drew 25x35x100,000 = 87,500,000 sample 
answers the total error of all the equations was down to 
0.00 with the solution that follows here in the pattern. 
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x1 x2 x3 x4 x5
x6 x7 x8 x9 x10
" " " " "
" " " " "
" " " " "
" " " " "
" " " " "

x196 x197 x198 x199 x200

This last pass through the feasible solution space (after 12 
sets of two with modal averaging comparison) was not 
compared with any other simulation and its answer was 
the exact solution given here, which checks in all 200 
equations. 

The 25 stage errors are presented are given here also. 

Table 2:  Chart of Selected Stage Errors 

At End of Stage Total Stage Error
1 3638230.00
2 4041514.00
3 1776752.50
4 2285310.00
5 1047484.62
6 1255802.00
7 711014.50
8 663726.31
9 192895.43
10 295706.81
11 93997.07
12 146752.03
13 44602.91
14 36257.96
15 20141.77
16 26055.845
17 13090.47
18 17737.10
19 4370.25
20 19495.58
21 5810.13
22 5075.04
23 200.35
24 8.57
25 0.00

Table 3:  The Solution 

87 100 44 67 6
57 83 93 19 15
23 6 33 43 72
46 47 80 61 64

45 9 69 20 23
65 83 20 1 36
5 16 56 89 30
8 97 90 89 37
48 65 58 81 71
9 45 86 11 27
62 25 13 65 65
14 19 94 82 68
88 18 51 42 4
64 39 73 89 89
43 85 25 8 34
34 100 14 85 67
59 68 84 100 71
25 33 77 65 11
6 47 18 100 42
60 84 72 90 3
43 23 65 79 98
84 45 38 35 73
23 3 24 16 87
72 63 48 33 82
94 36 98 60 100
76 64 12 19 8
84 23 5 34 56
29 90 77 67 23
61 54 94 77 39
61 18 84 30 46
11 73 29 37 66
67 12 100 84 10
39 44 14 5 9
14 5 10 22 44
62 85 56 100 100
17 15 43 19 45
100 100 3 55 90
52 24 93 33 93
56 22 50 100 66
94 75 24 98 61

�
�	���
���
�
One could argue that the first 87,000,000 feasible 
solutions looked at failed to find the answer.  However, 
the “modal averaging” of all those approximate solutions 
put the simulation very near the “true optimal (no error)” 
and the last 500,000 sample answers closed in and found 
it.

There appear to be two “risks” in this approach.  They are 
local optimals and pinning down an xi with the wrong 
value early on in the simulation.  These will lead to the 
wrong answer (although it still could be a useful 
approximation). 
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The author has studied local optimals in optimization 
problems for about 50 years and they appear to pile up 
around the true optimal.  That can be exploited to increase 
the odds of finding the right answer as was done here. 

Also, it is crucial to not pin down an xi incorrectly at any 
point in the repeated multi stage Monte Carlo 
optimization (MSMCO) simulations.  This program was 
lucky to not make that mistake.  However, enough 
samples were drawn to be pretty sure it would avoid that 
problem. 

Would it be better to use a mode of 3 or 4 or 5 or 6 or 7 to 
be sure?  (Conley 1991) used modes of up to 7 last 
century on difficult transportation problems to minimize 
one distance equation because computers were so slow 
then that small samples had to be drawn.  However, our 
21st century provides powerful computers.  Also, the 
deviation measure for determining that two xi values were 
close enough to modal average them and pin them down 
was set at .015 for the bound.  That deviation value could 
be changed if the simulation is having trouble converging 
to the solution (or a good approximation).  Also, instead 
of a fixed bound like .015 for all of the 200 xi variables, if 
the mode is set at three through seven, some function of 
the sample ranges or mean absolute deviations or standard 
deviations coordinate-wise could be used.  Additionally, 
in place of the mode for an average, one could use the 
sample mean, median, geometric mean, harmonic mean or 
a weighted mean coordinate-wise.  Any and all of these 
measures of average and deviation should work to help 
organize the closing in to the optimal solution region. 

(Conley 1994) experimented with sample means, 
weighted means and modes last century along with using 
fixed ranges (as was done here) and sample standard 
deviations (again last century). 

However, in our 21st century there is so much inexpensive 
computing power that any and all of the measures of 
average and deviation should work in combination to 
close in effectively on the true optimal or a useful 
approximation. 

Therefore, can all nonlinear multivariate optimization 
problems be solved with statistical optimization?  No, 
probably not (so far anyway).  However, on difficult 
optimization problems if nothing else works, it might be 
worth a try. 

The linear algebra and linear programming subjects have 
powerful theorems (“theoretical mathematics”) to 

guarantee and find solutions very effectively.  These 
subjects are of obvious value.  However, their major 
“risk” is the all too frequent approach of linearizing 
essentially nonlinear optimization problems, to guarantee 
an exact solution to perhaps the “wrong” question?

However, the “good news” in this discussion is that now 
we have more viable solution techniques (linear and 
nonlinear too) to chose from when complex quantitative 
problems arise in many different fields. 

�	
�����	
�
�
It is “risky” to use computer simulation but risk can be 
managed successfully in the insurance fields with careful 
and accurate probability and statistics calculation by the 
actuaries and risk can be managed when using simulation 
to solve optimization problems also. 

Presented here was a 200 variable 200 equation nonlinear 
system of equations that required an all whole numbers 
solution and had a feasible solution space of 1x10400

answers.  It found the right one (exact solution in 30 
minutes of computer time (drawing and testing 
87,500,000 of the feasible solutions and keeping track of 
and averaging them). 

Last century this simulation would have taken weeks or 
months or years of run time on a desk top computer.  
There exists computers in our 21st century that would run 
this simulation optimization program in a tiny fraction of 
a second instead of 30 minutes. The new IBM super 
computer (Smith and Loehrke 2018) does 2x1017

calculations per second.  This means it could run this 
simulation rocketing across the feasible solution space to 
the true optimal in about .00000001 of a second instead of 
the 30 minutes reported here. 

Machine learning and artificial intelligence can benefit 
from computer simulation.  Further reading on statistics 
and some other successes with optimization (Verma, et al 
2018) or multi stage Monte Carlo optimization (MSMCO) 
can be found in (Anderson 2003), (Black 2014), (Conley 
1991), (Conley 2013), (Keller and Warrack 2003),
(Anderson, Sweeney, Williams, 1999), (Conley 1993), 
(Conley 1994), (Conley 2016a, (Conley 2016b, (Conley 
2016c), and (Hayter 2002).

Even though this statistical optimization (MSMCO) found 
the exact solution to the large optimization problem 
presented here, one of its better uses for big business, 
economics or engineers and scientists may be its ability to 
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find a useful approximate solution to hopelessly complex 
multivariate problems.  This can include, of course, 
problems that are important to practitioners where it is 
known that there is no solution, so the goal at the outset is 
to find a useful approximate solution in a cost effective 
manner. 
Figures 1 and 2 below further illustrate MSMCO with two 
and three variables. 
�

�
Figure 1:  Minimizing with Two Dimensions 

Figure 2:  Minimizing a Three Variable Function 
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Software testing and the quality of the requirements plays the 
the important role in quality assurance and risk management 
problems.  In this paper we propose to model a class of a 
decision process related to these problems as an artificial 
intelligence conformant planning problem. Planning in 
Artificial Intelligence is a problem of finding a sequence of 
actions that transforms a given initial state of the problem to 
a desired goal situation. Conformant planning is a problem of 
searching for a non-conditional plan for a problem with an 
uncertain initial state. A parallel plan is a plan in which some 
actions can be executed in parallel, usually leading to a 
decrease of the plan execution time. We consider a problem 
of finding a parallel conformant plan which is 
computationally difficult. To avoid this difficulty, a heuristic 
of transformation to Linear Programming Problem, 
illustrated by an example, is proposed.  

�
��	�����	
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One of the important part of the quality assurance and risk 
management is software testing and the quality of the 
requirements. Due to the increasing complexity of systems 
number of functions (and requirements) that need to be 
verified in the testing process can reach up to several 
thousand. To meet the expected delivery schedules it is 
important to make development and testing process as 
efficient as possible, but even then testing is one of the most 
time-consuming parts of the development process which 
takes 40-70% of the overall effort (Kosindrdec and Daengdej 
2005). An important part of this effort is test case 
development which requires highly skilled engineers 
knowing testing process, test environment and the domain to 
be able to analyze and understand the requirements for the 
system under test.

Requirements engineering is a result of the iterative and  
cooperative process of analyzing problem (Loucopoulos and 
Karakostas 1995). Multiple actors are involved in this 
process including system engineers, software engineers but 
also nontechnical people.  

Using natural language for requirements allows to focus on 
communication and knowledge instead of formal syntax or 
modelling. It allows also to:  
- interact with other, nontechnical actors; 
- use common tooling and processes for different kinds of 

requirements (functional, nonfunctional, organizational 
etc.);  

- provide the first project artifacts very quickly (minimal 
learning curve); 

- use common tools for change tracking and management; 

For this reason most of the requirements (79%) are written in 
the common natural language, such as English, with only 
21% using some kind of formalism (structured natural 
language like forms or templates or formalized language) 
(Mich et al. 2004). Despite many advantages, writing 
requirements in common language generates many 
challenges. The requirement should be precise, unambiguous 
and complete (Requirements Working Group 2015). Those 
characteristics are not always ensured when writing in natural 
languages. Due to this, preparing a test cases to verify if the 
tested software has been properly developed according to 
requirements, requires high skills, deep analysis and 
discussions between system engineers, software engineers 
and test engineer. Ambiguous or not precise requirements 
may lead also to problems with qualification of 
software/system behavior as a potential bug. In this work we 
propose to model a class of a decision process related to 
these problems above as an artificial intelligence planning 
problem.  

Classical planning as Artificial Intelligence problem is 
formulated as a searching process leading to a sequence of 
agent’s actions (called a plan) that transforms an initial agent 
environment (called initial state of a planning problem) to a 
desired goal situation (e.g. Bylander 1994, Rintanen 1999, 
Skrzypczyk 2010).  

The problem becomes more complicated, if information 
about the modeled world is not sufficient to determine all 
facts necessary to describe an initial state of the world. Then, 
we say that the initial state of the problem is uncertain  but 
can be represented by a set of possible initial states. A plan 
for solving such problem may take the form of actions that 
are executed conditionally, based on new information 
emerging during the search for the plan. The inflow of new 
information is modeled by the so-called sensory actions, in 
such way that the uncertainty of the information available is 
reduced by using information from the sensors. This 
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approach is called conditional planning (Smith and Weld 
1998, Weld et al. 1998).  

In some cases, information from sensors may be unavailable 
e.g. sensors are damaged or broken down, receiving sensory 
information is too expensive or dangerous. Then, it is 
reasonable to search for a plan that is a solution to the 
planning problem independently of possible initial states.
This approach is called conformant planning (also Smith and 
Weld 1998, Weld et al. 1998). Both conditional and 
conformant planning are more difficult to solve than a 
classical planning (Bonet 2010). 

The cases, in which more than one action can be applied in 
one planning step, i.e. some actions can be performed 
simultaneously, constitute a large class of important planning 
problems. Such problem formulation allows to model multi-
agent and multi-robot environments and is called parallel 
planning (e.g. Ghooshchi et al. 2015). Combining 
conformant and parallel planning leads to a problem, in 
which many agents interact in an uncertain environment with 
no possibility of performing sensing actions. Finding a 
solution to a parallel conformant planning problem is more 
difficult than for previous problems. To avoid this difficulty, 
in the paper we propose a heuristics for transformation of the 
problem to a Linear Programming Problem, illustrated by an 
example. 

� !"#$!" %�
With respect to computational complexity terminology, 
planning with complete information is PSPACE-complete 
problem and planning in the presence of incompleteness is 
much more complicated. A high level of computational 
complexity of planning is the reason that different heuristic 
techniques are very popular in implementations of planning 
solvers (e.g. Palacios and Haffner 2009, Rosa et al. 2011, 
Galuszka and Swierniak 2010).  One of the heuristics is a 
transformation of planning to a Linear Programming (LP) 
problem. The idea of representing planning problems by 
linear constraints and an objective function is not new in the 
literature (see e.g. Nareyek et al. 2005). In these cases, the 
planning problem takes the form of binary integer linear 
program. It implies that the only allowed values of variables 
are ‘0’ and ‘1’ and they correspond to false/truth values of 
planning problem predicates and actions.  The computational 
efficiency of the approach is low (because of complexity of 
integer programming algorithms) and the solution can be 
found only for small size planning problems. Another 
approach, proposed by Bylander (1997) and developed in 
(Galuszka 2011), is to introduce additional linear constraints 
to LP problem. It allows to solve optimally some class of 
difficult planning problems using classical LP polynomial 
algorithms. The drawback of such approach is that not 
always the LP solution can be directly interpreted as a plan 
(what is followed by assumption P ≠ NP). Moreover, the size 
of LP problem increases very fast (but polynomially) with 
the number of planning problem variables.

� %!&"'(!" %�
In the paper a heuristic of polynomial transformation of 
planning problem to LP problem, proposed in (Bylander 
1997) and developed in (Galuszka 2011 and 2013), is 

extended to handle parallel conformant planning. The 
problem of transforming conformant planning problems with 
single action in each planning step to LP has been studied 
earlier (Galuszka et al. 2015). In chapter 2 planning and 
conformant planning problems are formulated, in chapter 3 
the transformation of conformant planning to LP as well as 
an example are presented, in chapter 4 computational 
complexity of proposed approach is presented.


������
������

Following Bylander (1994) it is assumed that classical 
planning problem is denoted by P (also called STRIPS 
planning) and consists of four sets P={C, O, I, G}, where: 
- C is a finite set of conditions, 
- O is a finite set of actions, where each action o�O takes 

the form c+, c- � c+, c-, where: 
� c+ � C are called positive preconditions, 
� c- � C are called negative preconditions, 
� c+ � C are called positive postconditions, 
� c- � C are   called negative postconditions, 

- I � C is an initial state, 
- G = {G+, G-} is a goal situation, where G+ � C are 

positive conditions (i.e. are true) and G- � C are 
negative conditions (i.e. are false). 

In order to include information that some conditions are 
unknown (assume k conditions can be true or false) in the 
description of the current problem state, one can introduce so 
called k-states proposed by Baral et al. (2000). In simple 
terms, the k-state is a pair (S, �), where S is the current 
problem state (so called belief state), and � is a set that 
consists of all possible initial states I (set of belief states).
The number of possible initial states (worlds) is the size of �
set, it depends on k and will be denoted by w:

w = ���≤ 2k.    (1)  

For unknown initial state the set � consists of all states s, for 
which:�
- condition  c � C is true in the initial state (i.e. c � I),
- condition  c � C is false (i.e. �c � I),
- if it is unknown whether condition c � C is true or false 

in the initial state, then the set � includes both states, for 
which this condition is true and false, respectively. 

The initial state I can be potentially any state from states 
included in set �.  It follows that planning problem with 
incomplete information about initial state (STRIPSIN) takes 
the form: 

� = {C, O, �, G}.    (1a) 

The result of applying action to the current state is presented 
below, is based on (Baral 2000) and is adopted to STRIPSIN 
problem. For action o, k-state is described by a set 
{Result(S,<o>), Result((S, �),<o>)}, where Result(S,<o>) is 
the same like in case with complete information, e.g.: 

Result( S, { }) = S,  
Result( S, {o}) =  (S 	 c+) \ c- if c+ � S 
 c- � S = �;

S  in opposite case, 
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Result( S, <o1, o2,....., on >) =  
= Result( Result( S, <o1>), <o2,...., on>), 

and for k-state:  
Result((S, �), <o>) = { Result(S,<o>) �S�� }.  

The plan 
C = <o1, o2,....., on > solves conformant planning 
problem, if  Result((S, �),, 
C) = G. Since all actions in 
C

are ordered, 
C is called a total order conformant plan. 

The partial-order conformant plan is denoted as 
POC =
{
SetC,π}, where 
SetC = {o1, o2,....., on } is the set of actions, 
and π is the non-returnable partial order defined on 
SetC
(compare Backstrom 1998). So, a  partial-order conformant 
plan is a compact representation of a set of possible total
ordered plans.  

The parallel partial-order conformant plan is denoted as 

PPOC = {
SetC, π, #}, where {
SetC, π } is 
POC, while # is a 
symmetrical relation, defined on the set 
SetC. # � (π 	 π-1) is 
called a non-concurrency relation and it indicates which 
actions cannot be applied in parallel.  

Example. To illustrate a parallel conformant planning 
problem consider the following simple bomb in the toilet
problem (Son Tran Cao et al. 2005) with one action 
containing conditional effects: 
 Dunk(P): preconditions:  package(P), bomb(B) 
 effects: if in(P, B) then defused(B), (2) 

meaning that if there is a bomb B and there is a package P 
then action dunk causes that bomb B is defused if it was in 
package P. So if there is no bomb in package, the action dunk
has no effects. 

Action model in formula (2) is different than classical 
STRIPS action. It is caused by a fact that actions effects are 
formulated conditionally with general schema: actions causes 
set1_of_conditions if  set2_of_conditions. Please note that 
an action defined in such way has no preconditions but action 
effects are formulated conditionally. It implies that 
preconditions are indirectly defined by effects, so action 
Dunk is equivalent to two classical STRIPS actions:  

Dunk1(P): pre: package(P), bomb(B), in(P, B);  
eff: defused(B) 

Dunk2(P): pre: package(P), bomb(B), not(in(P, B));  
eff: no effects  

Now, let us consider the following problem �BT with two 
possible initial states (bomb is in package 1 or in package 2):  

� BT = {C BT, O BT, � BT, G BT }, (3) 

where: 
C BT = package(P1),package(P2),bomb(B),in(P1,B),in(P2,B),  
defused(B)},
O BT = { Dunk },
� BT = {{ package(P1),package(P2),bomb(B),in(P1,B)},
 {( package(P1),package(P2),bomb(B),in(P2,B)}},
G BT = { defused(B) }.

The conformant plan that solves the � BT problem is: 

CBT = < Dunk(P1), Dunk(P2)> or  


CBT = < Dunk(P2), Dunk(P1)>.   (4) 

The partial-order conformant plan that solves the � BT
problem is: 


POCBT = { Dunk(P2), Dunk(P1)}.   (5) 
If actions in 
POCBT can be performed in parallel (#BT = Ø), 
then  
POCBT = 
PPOCBT and the problem is solved in one step. 
End of example. 

���
�����	
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Following (Bylander 1997), the transformation from 
planning to Linear Programming is based on mapping of 
conditions and operators in each plan step to variables. Truth 
values of conditions are mapped to ”0” and “1” for the 
planning without incompleteness, and to any values between 
“0” and “1” for planning with incomplete information. The 
objective function reaches the maximum, if the goal situation 
is true in the last step of planning. 

If l is the number of planning steps and w is the number of 
possible initial world states then variables of problem (3) for 
conditions are: 
 c1(i)=package(P1,i), c2(i)=package(P2,i),
 c3(i)=bomb(B,i), c4

w(i) = in(P1,B,i) w,
 c5

 w(i) = in(P2,B,i) w, c6
 w(i) = defused(B,i) w,

i = 0, 1, …l, w = 1, 2,   (6) 
for actions: 
 o1

w(i) = Dunk1(P1,i)w, o2
w(i) = Dunk2(P1,i)w,

 o3
w(i) = Dunk1(P2,i)w, o4

w(i) = Dunk2(P2,i)w,  
 i = 0, 1, …l-1, w = 1, 2.   (7) 

The initial state is a disjunction of two possibilities. It is 
modelled by a set of equality constraints: 

package(P1,0) = 1, package(P2,0) = 1, bomb(B,0) = 1,  
in(P1,B,0) 1 = 1, in(P2,B,0) 1 = 0, defused(B,0) 1 = 0, 
in(P1,B,0) 2 = 0, in(P2,B,0) 2 = 1, defused(B,0) 2 = 0,        (8) 

Goal state G BT is reached if condition (defused B) is true in 
last planning step in each world, so the objective function of 
LP is:  
 Max � f = defused(B,l)1 + defused(B, l) 2. (9) 

It leads to following formulation of optimization problem: 
Find minimal number of planning steps l, such that f = 2.

The set of constraints is given by: 
- actions can be applied if preconditions are true (these are 
inequality constraints), so basing on formula (3) we have: 
 package(P1,i) � Dunk1(P1,i)w + Dunk2(P1,i)w, 
 package(P2,i) � Dunk1(P2,i)w + Dunk2(P2,i)w, 

r * bomb(B,i) � Dunk1(P1,i)w + Dunk2(P1,i)w +
+ Dunk1(P2,i)w + Dunk2(P2,i)w, 

 in(P1,B,i) w � Dunk1(P1,i)w, 
 in(P2,B,i) w � Dunk1(P2,i)w, 
 (1 - in(P1,B,i) w ) � Dunk2(P1,i)w, 
 (1 - in(P2,B,i) w ) � Dunk2(P2,i)w,

i = 0, 1, 2, …l-1,w=1,2 ,    (10) 
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r is a natural number indicating how many actions can be 
performed in parallel (in our example r = 2),  
- changes of variables for conditions due to action 
application (these are equality constraints), so basing on 
formula (3) we have: 
 defused(B, i + 1) w = defused(B,i) w +
  + Dunk1(P1,i)w + Dunk1(P2,i)w

 i = 0, 1, 2, …l-1, w = 1,2.   (11) 

The equality constraint (11) should be studied more 
carefully. If actions Dunk1(P1,i)w and Dunk1(P2,i)w are 
applied in parallel in the same planning step, then the value 
of condition defused(B, i + 1) w becomes infeasible. In this 
case, one should introduce an additional balancing variable 
for each condition in each planning step to avoid 
infeasibility:  
 defused(B, i + 1) w + defused(B, i + 1)b

 w =
 = defused(B,i) w + Dunk1(P1,i)w + Dunk1(P2,i)w,  

i = 0, 1, 2, …l-1, w = 1, 2.   (12) 

Basing on formulas (6) to (12) it is easy derive general 
formulas for any STRIPSIN problem (1). Finally, the LP 
problem for a given problem takes the following form: 

10

max

��
�
��

x
bxA
bAxxf

eqeq

T

x

(13) 
for which  nonzero elements of matrices A , Aeq are shown in 
Figs 1 and 2.  

�")*��* Nonzero elements of Matrix A for (14). 

�")*��* Nonzero elements of Matrix Aeq for (14).  

Table 1 presents the optimal solution of the problem (13) as 
well as two additional test problems with possible  initial 
states given by set of equalities (14) and (15):  

in(P1,B,0) 1 = 1, in(P2,B,0) 1 = 0, defused(B,0) 1 = 0, 
in(P1,B,0) 2 = 1, in(P2,B,0) 2 = 1, defused(B,0) 2 = 0; (14) 
in(P1,B,0) 1 = 1, in(P2,B,0) 1 = 0, defused(B,0) 1 = 0, 
in(P1,B,0) 2 = 0, in(P2,B,0) 2 = 0, defused(B,0) 2 = 0. (15) 
In the first one (14) there is a bomb in first package but it is 
uncertain whether it is in the second package, in second one 

(15) there is no bomb in second package but it is uncertain 
whether it is in first package.  

It should be noted that values of variables for actions are 
binary integer, so the solution presented in table 1 can be 
directly interpreted as a plan:  


PPOCBT = { Dunk(P2), Dunk(P1)}.
In the opposite case, one should apply additional heuristics 
or methods that lead to a binary integer solution. 

�$'+,��* Optimal solution xopt for problems (14,15,16). 

�	�
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Let us introduce complexity classes 
 and �k
. Following 
(Baral et al. 2000), a decision problem is a problem of 
determining whether a given input w satisfies a certain 
property F (i.e., in set-theoretic terms, whether it belongs to 
the corresponding set S = {w|F(w)}). For every positive 
integer k, a problem belongs to the class �k
 if the formula F
(w) can be represented as:  

�u1�u2… F(u1, u2, …, un, w), 
where F(u1, u2, …, un, w) is a tractable property, and all k
quantifiers run over words of tractable length (i.e., of length 
limited by some given polynomial of the length of the input).  

Basing on above notation one can represent formula (1) for 
conformant planning as:   

�
 �I � (
, �(C, O, I, G)),  (16) 
where the initial state I can be potentially any state from 
states included in the set �. It follows that conformant 
planning is in ��2
.  It is also a complete problem (Baral et al. 
2000). 
�
The complexity of the heuristic presented in the paper results 
from the size of LP problem, i.e. the number of variables and 
constraints for a given STRIPSIN problem (1). The number 
of variables depends on the number of conditions, actions 
and planning steps is: 
 p = w�C� (l + 1) + w �O� l = p1 + p2, (17)
where: 
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� p1 = w�C� (l + 1) � the number of variables 
corresponding to conditions,

� p2 = w�O� l � the number of variables corresponding 
to actions.

The number of constraints is:
� w�C�equality constraints to define the initial state,

since the number of constraints needed to define the 
initial state for each belief state is �C�,

� �C�l equality constraints to define the change of 
variable values after performing the action,

� �C�l inequality constraints to define actions 
preconditions,

� 2p inequality constraints for variable values <0,1>. 

In a general case, for problems with the number of variables 
and constraints limited polynomially by the size of the 
planning problem, it can be shown (Galuszka 2011) that 
transformation of planning to LP takes time: T=O(nl), where
n is the size of the problem, n = (w|C| + w|O|). If, 
additionally, it is assumed that the number of planning steps 
does not increase exponentially with the size of the problem, 
then transformation of planning to LP is polynomial with 
complexity T = O(n3). The heuristics of transformation of 
planning with incomplete information about initial state and 
determined effect of actions to LP has two properties: 
a) one should introduce additional balancing variable for 

each condition in each planning step to avoid possible 
infeasibility of variable values, 

b) given any feasible solution of LP problem x connected 
with planning problem � = {C, O, �, G},  it is easy to 
check (in polynomial time) whether the solution 
corresponds to plan that solves �.   

From the property a) it follows that polynomial time, 
depending on the problem size, is needed to solve LP 
problems that represents incomplete planning: T = O(n3).
From the property b) it follows that the heuristics is in NP. 
�
�	
�����	
��
����������	���

Important planning problems are those where more than one 
agent interacts with the problem environment simultaneously. 
They arise in multi-agent and multi-robot environments. 
Additionally, it is assumed here that maximal number of 
actions applied to current problem state is r. It can occur 
when r agents act on the same problem state or one agent is 
able to perform r actions at a time. It should be noted that in 
real-life problems application of an action to a problem state 
does not always lead to expected effects. It is particularly 
important in cases where action outcomes are uncertain, as 
well, and when a condition that is determined can become 
undetermined. It leads to changes in constraints (12) and will 
be considered in future works. 
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ABSTRACT

Likelihood-free parameter inference methods such as ap-

proximate Bayesian computation often assume a uniform

prior within a sufficiently large range in absence of problem-

specific knowledge. This potentially leads to large high-

dimensional search spaces. A low-fidelity variant of the sim-

ulator can be used for detailed preliminary analysis of the

search space with the aim of reducing the range of the uni-

form prior. This paper explores multi-objective optimization

for analysis and reduction of uniform prior configurations to-

wards achieving high quality inference. The inference prob-

lem is formulated as a multi-objective minimization problem,

the solution of which leads to a reduced search space for the

uniform prior. The proposed approach is demonstrated on a

complex parameter inference problem from systems biology

where it achieves a substantial search space reduction.

INTRODUCTION

Simulation models are routinely used for deep understand-

ing of natural phenomena and complex processes. Simulator

parameters are often tuned to agree with observed or experi-

mental data, so that the simulator can be used to perform ex-

ploratory analysis, studies on parameter sensitivity, optimiza-

tion, etc. One of the first approaches to solve such parame-

ter inference problems was maximum likelihood estimation

(MLE) (Beerli 2005) wherein the likelihood of the simula-

tor parameters fitting the data is maximized. However, for

a vast majority of real-world problems, the likelihood func-

tion is either unavailable due to problem complexity, or com-

putationally too expensive to evaluate. This has motivated

research towards likelihood-free parameter inference.

The most widely used likelihood-free inference method is

approximate Bayesian computation (ABC) (Pritchard et al.

1999). The proposed approach is presented in the context of

ABC, but is equally applicable for other inference methods

that assume a uniform prior. ABC involves approximation

of the likelihood function with the aid of a rejection sam-

pling method. Samples are generated according to a speci-

fied prior distribution, and subsequently simulated. A sam-

ple is accepted if the simulated response is within a specified

tolerance limit of the observed data set, as measured by a

combination of a specified summary statistics and a distance

function. The inferred parameters are reported as the mean of

accepted sample parameter values. ABC and its derivatives

have proven to be robust and have delivered reliable perfor-

mance across disciplines (Lintusaari et al. 2017). However,

setting optimal values of ABC hyperparameters such as the

tolerance threshold, choice of the prior function, the distance

function and summary statistics, etc. is challenging. In ab-

sence of optimal hyperparameters, the convergence towards

inferred parameters can be slow.

The problem structure of an inference problem includes spec-

ification of variables such as the parameter search space,

choice of the distance function and summary statistics. In

cases where access to a low-fidelity fast-to-evaluate variant

of the simulator is available, it is possible to intelligently

search for optimal values of the problem variables or hy-

perparameters. In absence of computationally inexpensive

simulators, the practitioner has to rely on domain knowl-

edge and past experience with similar problems. Examples

of low-fidelity computationally inexpensive simulator vari-

ants include coarse mesh-based models, simulations involv-

ing fewer trajectories of a stochastic process (Gillespie 1977)

or even surrogate models of computationally expensive sim-

ulators (Singh and Hellander 2017).

Such fast approximations can be used to perform trial ABC

runs to gain insight into well-performing hyperparameter val-

ues. This work considers the problem of identifying one of

the hyperparameters - the prior function that specifies the pa-

rameter search space. In absence of any problem-specific

information, as is often the case in black-box likelihood-free

inference, a uniform prior is assumed. This typically trans-

lates into selection of a relatively large, continuous range

of values of each parameter by the practitioner. For large-

scale inference problems involving tens of parameters, the

resulting search space is substantial. The enormity of the

search space makes parameter inference a daunting, time-

consuming endeavor. This work proposes a novel method

22



that utilizes access to a fast low-fidelity simulator to substan-

tially reduce the parameter search space corresponding to a

uniform prior.

The search space reduction problem is formulated as a multi-

objective optimization problem. The distance value corre-

sponding to each summary statistic is treated as an objective

to be minimized. The proposed multi-objective formulation

is used to arrive at a Pareto set of solutions depicting trade-

offs (in the form of summary statistic distances) that provides

useful insight into the performance of summary statistics and

the parameter search space. We empirically demonstrate the

utility of the proposed approach herein by conducting param-

eter search space reduction of a high-dimensional complex

parameter inference problem from the systems biology liter-

ature.

PARAMETER INFERENCE AS OPTIMIZATION

The following text formally introduces the parameter infer-

ence problem, and motivates a formulation in the context

of multi-objective optimization. Consider a simulator func-

tion f parameterized by variables θ, and an observed data

set consisting of values yobs. Assuming a uniform prior,

each parameter θi comprising θ has a corresponding search

range [minθi ,maxθi ]. The parameter inference task is to es-

timate the value of parameters θ that when evaluated using

the simulator as ysim = f (θ), result in responses ysim = yobs.

This equality condition is too stringent for practical pur-

poses, and is typically replaced by a more relaxed condition

d(ysim,yobs)≤ τ , where d is a chosen distance function oper-

ating over specified summary statistics and τ is the tolerance

bound. Intuitively, one is willing to accept ysim and yobs to be

sufficiently similar if the computed distance between them is

within the tolerance bound.

This tolerance bound τ not only accounts for stochasticity

and general noise in the considered processes, but also re-

flects the trade-off between accuracy and inference speed.

The smaller the value of τ , the higher the desired inference

accuracy is. In practice, smaller values of τ lead to longer

inference times as well (Lintusaari et al. 2017).

As simulated responses are often complex and time-varying,

they are often reduced to low-dimensional representations

or features, known as summary statistics. Popular summary

statistics include statistical moments such as mean, minima,

maxima, in addition to quantities such as Fourier transform

coefficients, etc. Distance(s) are often computed in terms of

one or more summary statistics during the inference process.

Complex parameter inference problems may involve tens to

hundreds of parameters, leading to very high-dimensional

search spaces represented by the prior p(θ). This renders the

inference process computationally expensive and impracti-

cal. The following text introduces multi-objective optimiza-

tion as means to reduce the search space, and enable faster

and accurate parameter inference.

Let d = (d1, ...,dk) be a vector of distance function val-

ues calculated over k summary statistics S = (s1, ...,sk) as

di = d(si( f (θ)),si(yobs)) using a chosen distance function

d. The structure of the multi-objective optimization problem

considered in this work is:

min. d = (d1, ...,dk),

s. t. θ ∼ p(θ).

The solution of such a problem using evolutionary multi-

objective optimization (Zhou et al. 2011) or Bayesian multi-

objective optimization (Singh et al. 2014, Couckuyt et al.

2014) will result in a Pareto set of solutions showing trade-

offs between various summary statistic distances. The Pareto

set can be analyzed by the practitioner to identify regions

where solutions corresponding to smaller distances lie. Con-

sequently, the practitioner can also get a feel of the corre-

sponding parameter space resulting in smaller distances, and

accordingly adopt the hyperparameters, including the range

of samples θ that the prior can generate. For example, in

case of the uniform prior, the range of each parameter can be

made tighter by identifying ‘good’ regions using the Pareto

set. This can lead to substantial savings in computational

time and greatly improve the quality of inference achieved

with the eventual inference run using the high-fidelity simu-

lator.

Figure 1 depicts the multi-objective optimization based

search space reduction framework. The Pareto set of solu-

tions is analyzed by the practitioner to identify a small set

of good solutions y′
sim ⊂ ysim. In general, goodness of so-

lutions should correspond to smaller distance values repre-

sented by the objectives. In absence of any domain-specific

knowledge or preset priorities between objectives, the ‘knee’

of the Pareto set of solutions signifies equal compromise and

trade-off between the objects and is desirable. This scenario

is depicted in Figure 1 where the identified good set of so-

lutions y′
sim is encircled. The practitioner then proceeds to

extract the simulator inputs or parameter values θ that re-

sulted in simulated values y′
sim. The boundary of the reduced

search space is then obtained as the extrema of each param-

eter θi comprising y′
sim. The following text briefly discusses

multi-objective optimization algorithms used in this work.

Multi-Objective Optimization Algorithms

A popular approach for the solution of black-box multi-

objective optimization problems is using multi-objective evo-

lutionary algorithms (MOEAs) (Zhou et al. 2011). MOEAs

are a flexible general choice and have proven to be effective

across diverse problem domains (Jaimes and Coello Coello

2017). MOEAs start with an initial population of candi-

date solutions (often selected randomly) that are iteratively

refined using the crossover and mutation operators. The op-

erators retain their philosophical meaning from evolutionary

biology and encourage creation of offspring solutions in each

iteration with good fitness function (objective function) val-

ues, while retaining diversity. The progressive evolution of

‘good’ solutions results in the final Pareto set of solutions.

The MOEAs evaluated in this work include the non-

dominated sorting genetic algorithm II (NSGA II) (Deb et al.
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Figure 1: Multi-objective optimization driven search space reduction for parameter inference. The Pareto set of solutions can be

used to obtain a substantially reduced search space corresponding to solutions with small distances.

2002), the strength Pareto evolutionary algorithm 2 (SPEA2)

(Zitzler et al. 2001), and multi-objective evolutionary algo-

rithm based on decomposition (MOEA/D) (Zhang and Li

2007). A detailed discussion of the algorithms is out of scope

of this work, and the reader is referred to Zhou et al. (2011)

for a general overview, and to the respective paper of each

MOEA for deeper details.

EXPERIMENTS

To demonstrate the approach, we consider a stochastic model

of the dynamics of proteins involved in a gene regulatory net-

work (Vilar et al. 2002). The model is a continuous-time dis-

crete space Markov process, where chemical reactions be-

tween the involved proteins are simulated as transitions, and

where the transition rates depend on kinetic rate parameters.

This type of model is commonly employed in computational

systems biology to study the behavior of biochemical path-

ways in the presence of intrinsic molecular noise (Elowitz

et al. 2002). Statistically exact samples of the stochastic pro-

cess can be generated with the Stochastic Simulation Algo-

rithm (SSA) (Gillespie 1977). Exact simulations are compu-

tationally expensive for the so called stiff system, and being

a stochastic model, large ensembles of independent realiza-

tions are usually needed to estimate properties of the sys-

tem accurately. A large number of approximate simulation

methods have been developed, and there is a mathematically

well-motivated hierarchy of cheaper-to-simulate low-fidelity

models, including ordinary differential equations, diffusion

approximations, moment expansions and stochastic differen-

tial equations, for an overview see (Gillespie et al. 2013).

The network we study here is an oscillatory model of a cir-

cadian rhythm. It has been used extensively as a model

problem for development of efficient algorithms and soft-

ware due to its stiffness. It consists of 9 species under-

going 18 reactions, with 15 reaction rate constants. Let

S = {DA,D∗
A,MA,DR,D∗

R,MR,C,A,R} be the set of species

with initial copy numbers {1,0,0,1,0,0,10,10,10} respec-

tively. The model involves the reactions listed in Eq. 1,

sDA : D∗
A

θA−→ DA,

sD∗
A : DA,A

γA−→ D∗
A,

sDR : D∗
R

θR−→ DR,

sD∗
R : DR,A

γR−→ D∗
R,

sMA1 : D∗
A

α∗
A−→ D∗

A,MA,

sMA2 : DA
αA−→ DA,MA,

aMA : MA
δMA−−→ φ ,

sA1 : MA
βA−→ A,MA,

sA2 : D∗
A

θA−→ D∗
A,A,

sA3 : D∗
R

θA−→ D∗
R,A,

aA : A
δA−→ φ ,

sC : A,R
γC−→C,

sMR1 : D∗
R

αR∗−−→ D∗
R,MR,

sMR2 : DR
αR−→ DR,MR,

aMR : MR
δMR−−→ φ ,

sR1 : MR
βR−→ MR,R,

aR : R
δR−→ φ ,

sR2 : C
δA−→ R.

(1)

Parameter inference is performed within the search space

corresponding to Eq. 2,

αA ∈ [30,70],

α∗
A ∈ [200,600],

αR ∈ [0,1],

α∗
R ∈ [30,70],

βA ∈ [30,70],

βR ∈ [1,10],

δMA ∈ [1,12],

δMR ∈ [0,1],

δA ∈ [0,2],

δR ∈ [0,0.5],

γA ∈ [0.5,1.5],

γR ∈ [0.5,1.5],

γC ∈ [1,3],

θa ∈ [30,70],

θr ∈ [80,120].

(2)

Experimental Setup

The Platypus multi-objective optimization Python library

(Hadka 2015) implements all three algorithms (NSGA

II, SPEA2, MOEA/D) and is used for experiments

in this paper. The number of iterations or genera-

tions allowed for each algorithm is 400 with the pop-

ulation size being 100 individuals. The true pa-

rameters used to generate the observed data set are

{50,500,0.01,50,50,5,10,0.5,1,0.2,1,1,2,50,100}. The
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summary statistics used in the experiments are the 77th

Fourier coefficient of the one-dimensional discrete Fourier

transform obtained using the Fast Fourier Transform (FFT)

algorithm, and mass quantile index i where 0.9% of the val-

ues of the input time series lie to the left of i. These sum-

mary statistics are chosen according to a previous extensive

study of over 500 summary statistics applied to the consid-

ered problem (Singh and Hellander 2018).

Results

Table 1 lists the values of the hypervolume indicator which

is a well-established metric to evaluate performance of multi-

objective optimization algorithms. The hypervolume indica-

tor measures the span covered by the solutions relative to

a reference point. As the objective function values used in

this work correspond to distances measured using normal-

ized summary statistics ∈ [0,1], the reference point used for

computation consists of (0,0) as the lower bound and (1,1)
as the upper bound for the two objectives.

Table 1: Mean values of the hypervolume indicator and exe-

cution time texec over 10 runs. Higher values are preferable.

Algorithm Hypervolume Indicator texec (s)

NSGA II 0.9975±0.0014 296.7036

SPEA2 0.9998±0 371.5965

MOEA/D 0.9996±0.0001 456.3917

It can be observed that all three algorithms perform well and

are comparable in terms of the hypervolume indicator. The

low standard deviation of the values of the hypervolume in-

dicator points towards robust and consistent optimization.

The resulting Pareto sets can be seen in Fig. 2. It can be

observed that the solutions found using SPEA2 are most ex-

ploration oriented, while MOEA/D has highly exploitation-

based behavior. NSGA II lies in between the two and offers

a balance of exploration and exploitation. The mean running

times of all algorithms are very practical with NSGA II be-

ing the quickest and MOEA/D the slowest. It is interesting

to note that the mass quantile objective was easier to satisfy

as compared to the Fourier coefficient. NSGA II and SPEA2

explored a wider range of solutions in terms of the Fourier

coefficient, while MOEA/D concentrated solely on the re-

gion where both objectives had smaller values.

Although Fig. 2 provides an indication of the nature of so-

lutions obtained using the three algorithms, 400 iterations

can be too few for the evolutionary operators to realize their

full potential. Therefore, a more thorough optimization pro-

cess involving 5000 iterations is performed using the NSGA

II algorithm, which proved to be a balanced choice during

the preliminary comparison. The optimization process took

5184.5663 seconds to complete. The resulting Pareto set is

shown in Fig. 3a, and a magnified view of the Pareto-optimal

solutions lying close to the origin in the objective space is

shown in Fig. 3b. The magnified view is arrived at simply by

zooming in towards the knee of the Pareto set and constitutes

balanced trade-offs between the objectives. Based on the pa-

rameter values corresponding to the solutions seen in Fig. 3,

it is possible to define a reduced search space represented by

Eq. 3,

αA ∈ [37.74,66.89],

α∗
A ∈ [319.37,574.23],

αR ∈ [0.03,0.99],

α∗
R ∈ [45.12,69.46],

βA ∈ [39.92,69.98],

βR ∈ [4.15,9.32],

δMA ∈ [1.16,9.98],

δMR ∈ [0.08,0.99],

δA ∈ [0.2696,1.97],

δR ∈ [0.04,0.50],

γA ∈ [0.85,1.47],

γR ∈ [0.51,1.40],

γC ∈ [1.02,2.97],

θa ∈ [30.06,68.91],

θr ∈ [82.70,119.79].

(3)

The hypervolume of the reduced search space is approxi-

mately 1.4776% of the original search space, resulting in

a substantial reduction of 98.5224%. This allows for im-

proved inference quality on the full-fidelity simulator using

the same ABC settings, except for the span of search spaces.

Table 2 compares the root relative squared error (RRSE) of

two configurations - the reduced search space (Red.) with

τ = 0.05, and the original search space (Orig.) with τ = 0.03

and τ = 0.05. Each value is the mean of 10 runs. The ABC

settings included the requirement of 50 accepted samples and

distance function values normalized to lie in [0,1].

Table 2: RRSE in inferred parameters, the mean distance of

accepted samples dμ , and the number of simulations con-

ducted by ABC parameter inference. Smaller values are

more desirable.

Search Space RRSE dμ # simulations

(Orig., τ = 0.03) 0.29±0.04 0.019 392.7±50.19

(Orig., τ = 0.05) 0.28±0.03 0.027 228.6±25.37
(Red., τ = 0.05) 0.15±0.02 0.030 248±37.53

The value τ = 0.03 was chosen by calculating the mean dis-

tance of accepted samples from executing the ABC configu-

ration corresponding to the reduced search space, and τ being

0.05. Intuitively, this should result in similar inference qual-

ity albeit with the search in the original space taking longer.

It is interesting to note that, even with a tighter tolerance

bound of τ = 0.03, search in the original space resulted in

worse inference quality with respect to RRSE in inferred pa-

rameters. This can be attributed to the fact that there can be

different regions in the summary statistic space with behav-

ior satisfying the specified tolerance bound. Hence, different

values of input parameters θ can produce same or similar

(taking into account stochastic behavior) values of summary

statistics upon simulation. The values of dμ (mean distance

of accepted samples) confirm this assertion with τ = 0.03 re-

sulting in smallest observed mean distance of 0.019 in sum-

mary statistics. However, the corresponding RRSE is the

highest with a value of 0.29. This shows that inference qual-

ity (as measured by the error in inferred parameters) does not
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(a) Pareto set found using NSGA II.

(b) Pareto set found using SPEA2.

(c) Pareto set found using MOEA/D.

Figure 2: The resulting Pareto sets found using the three

MOEAs.

always correlate directly with observed distance; i.e., smaller

distances do not always imply good inference quality. Within

a reduced search space, the likelihood of exploring such sub-

optimal regions decreases and this translates into better in-

ference quality. This is reflected in the results corresponding

to the reduced search space with dμ = 0.03 being highest

among all configurations, but RRSE = 0.15 being the lowest

by a margin. The number of simulations taken by each con-

figuration to achieve 50 accepted samples are as expected,

(a) Pareto set found using NSGA II with 5000 iterations

allowed.

(b) Magnified view of the region of interest in Fig. 3a.

Figure 3: NSGA II Results: Full and magnified views.

with the tighter tolerance bound τ = 0.03 requiring more

simulations.

For complex parameter inference problems involving a large

number of parameters, the impact of search space reduction

can be substantial. However, the MOEA must be given suf-

ficient number of iterations in order to fully realize the re-

duction potential. For instance, the true value of the param-

eter αR is 0.01, which unfortunately lies outside the reduced

search space as the new range of αR is [0.03,0.99]. In or-

der to avoid such a scenario the MOEA must be allowed

to evolve for a sufficiently large number of iterations (typ-

ically of the order of few thousands). As the computationally

cheap low-fidelity simulator takes fractions of a second, al-

lowing the MOEA to evolve for a few thousand iterations is

practical. However, MOEA-driven preprocessing is not real-

istic for simulators that are computationally expensive, with

each simulation taking multiple seconds. For example, each

simulation using the full-fidelity simulator used herein takes

approximately 2.65 seconds to complete. Invoking the sim-

ulator 10000 times will involve 7+ hours of computation,

which is not practical for pre-processing.
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Discussion

It can be argued that search space reduction is inherent in

ABC rejection sampling, as the prior is continually updated

to sample more intensely in regions corresponding to low dis-

tances. However, for large scale parameter inference prob-

lems (involving ten or more parameters), the search towards

such regions can be slow and arduous in absence of an infor-

mative prior (as is often the case). The proposed approach is

useful in such problem settings and complements the infer-

ence process using ABC and related methods.

The proposed approach is dependent upon the availability

of computationally inexpensive simulators. In absence of a

fast simulator, data efficient optimization methods such as

Bayesian optimization can be used in lieu of MOEAs (Singh

et al. 2014).

Future work includes investigating incorporation of the pro-

posed MOEA-based framework directly within likelihood-

free inference methods such as ABC. Different approaches

and metrics to quantify inference quality will also be ex-

plored, with the goal of arriving at better formulations of the

objective functions.

CONCLUSION

A novel approach for analysis of summary statistics and re-

duction of search space for parameter inference problems

was presented in this paper. The approach is based on multi-

objective optimization and utilizes access to a computation-

ally inexpensive variant of the simulator. Empirical evalua-

tion on a complex parameter inference problem from systems

biology demonstrated the efficacy of the proposed approach.

Substantial search space reduction of over 98% and improve-

ment in inference quality was achieved as a result of prelim-

inary analysis performed using the proposed approach.
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ABSTRACT

This paper presents a simulation-based technique for em-

bedding the discrete-valued parameters in queueing systems

(such as buffer capacities) into a continuous space. The sig-

nificance of this technique is that it enables the direct appli-

cation of existing descent-based continuous optimizers for

solving simulation optimization problems efficiently over a

discrete parameter set. The embedding technique is based

on a randomization of the simulation model itself, and is ap-

plicable when the objective function is a long-run average

measure. Unlike spatial interpolation, the computational cost

of this embedding is independent of the number of parame-

ters in the system, making the approach well-suited to high-

dimensional problems. We present a theoretical basis for this

embedding technique and demonstrate its utility in the opti-

mization of discrete-time queueing systems.

INTRODUCTION

The use of simulation is often necessary in the optimiza-

tion of complex real-life queueing networks. Such queueing

networks typically have discrete valued parameters such as

queue capacities, the number of servers and service-times in

slotted-time queues. More concretely, consider a queueing

system with a parameter set X = (x1, x2, . . . , xn) where

each xi can take integer values between some fixed bounds.

The set of all possible values that X can take is the n-

dimensional, discrete parameter space ΩD. Let f : ΩD → R

be some cost/performance measure of the system that we

wish to optimize. In many problems, f may be composed

of long-run average measures such as average throughput,

average waiting time per customer or blocking probabilities.

An analytical expression for f is rarely available and given

X , f(X) can only be measured using a simulation of the

system. The measurements are noisy as each simulation run

has finite length. We are motivated by the problem of find-

ing an X∗ ∈ ΩD that minimizes f(X). This is a Discrete-
Parameter Simulation Optimization (DPSO) problem. The

problem is often difficult as the number of parameters can be

very large and each function evaluation is computationally

∗Corresponding author. Email: neha.karanjkar@rbccps.org

expensive. Further, most discrete-space search methods do

not scale well with the number of parameters.

For small parameter sets, ranking and selection-based proce-

dures such as Optimal Computing Budget Allocation (Chen

and Lee (2010)) have been effectively applied. When the

number of parameters is large, an exhaustive evaluation of

all design points is infeasible. The goal then is to find the

best possible solution within a finite computational budget,

rather than the global optimum. In such a case, random-

ized search techniques such as simulated annealing and ge-

netic algorithms or heuristic-based local search methods such

as Tabu search have been employed. A detailed survey of

simulation optimization approaches can be found in Swisher

et al. (2000). Discrete-space variants of continuous optimiz-

ers such as Simultaneous Perturbation Stochastic Approxi-

mation (SPSA) have also been proposed wherein the param-

eter estimate is projected back to the discrete space at each

iteration (see Whitney et al. (2001) and Bhatnagar and Kow-

shik (2005)). In all of the above methods, the objective func-

tion evaluation is limited strictly to points in the original dis-

crete domain.

A Continuous-space Embedding Approach:

If the discrete parameter space can be embedded into a larger

continuous space by using some form of interpolation, the

optimization problem can be solved by directly applying

descent-based continuous-space methods. Such continuous

optimizers often scale well with respect to the number of pa-

rameters, in comparison to discrete-space methods. This is

because gradient information can be utilized at each step to

converge rapidly to local minima. To search for a global op-

timum, random multi-starts can be used. The solutions thus

found in the continuous domain are projected back to the dis-

crete domain (for example, using nearest-neighbour round-

ing). Let ΩC ⊂ R
n denote the convex hull of the original

discrete space ΩD. An embedding of the discrete parame-

ter space into a continuous one is essentially an interpolation

(say f̂ ) of f defined over ΩC . If f̂ can be constructed in a

computationally efficient manner and has a suitable structure

(that is, f̂ is continuous, piece-wise smooth, has few local

minima) then continuous optimizers applied directly over f̂
can be expected to perform well.

Such an embedding-based approach was shown to be ef-

fective in the optimization of queueing and inventory sys-
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tems in the past (see Lim (2012) and Wang and Schmeiser

(2008)). However the embedding reported in existing lit-

erature was achieved via spatial interpolation (for instance,

using piece-wise simplex interpolation) which requires mul-

tiple simulations to be performed at each parameter point.

More concretely, given some point Y ∈ ΩC , and a set of

points X1, X2, . . . , Xp ∈ ΩD in the neighbourhood of Y ,

the interpolated objective value f̂(Y ) can be computed as a

weighted average of the values f(X1), f(X2), . . . , f(Xp),
each of which is obtained via a single simulation. Thus p
simulations are required to estimate the interpolated value.

For linear interpolation, p = 2n and for piece-wise simplex

interpolation, p ≥ n + 1. Thus, spatial interpolation as a

means of embedding is computationally expensive.

Instead, this paper presents an embedding technique
which requires a single simulation to measure the inter-
polated value at a given point in the continuous domain
(irrespective of the number of parameters). The technique

is based on a randomization of the simulation model and is

applicable when the objective f is composed of long-run av-

erage measures. To perform the embedding, each parameter

in the model is perturbed periodically and assigned values of

a discrete random variable, instead of a fixed constant value

over a single simulation run. Now, the distribution of this

random variable can be varied continuously, even though the

model parameter itself is discrete-valued. The value of the

objective function measured using a single, long simulation

of this randomized model directly gives us the interpolated

objective value. In essence, the technique relies on an averag-

ing in time, in contrast to spatial interpolation methods which

perform an averaging over the parameter space. We describe

the embedding technique in more detail in the following sec-

tion. In this paper, we present a theoretical justification for

the randomization-based embedding technique and describe

its application to discrete-time queueing systems.

Related Work and Our Contributions

The use of randomization for embedding discrete-valued pa-

rameters in a simulation model was reported by Karanjkar

and Desai (2015) for the design optimization of multi-core

systems, however without a theoretical justification. A the-

oretical basis for such a technique was introduced by Bhat-

nagar et al. (2011) in the context of two specific algorithms

for solving the DPSO problem. This work proposed vari-

ants of two continuous optimizers wherein the parameter es-

timate at each iteration is projected back to the discrete space

probabilistically (rather than in a deterministic manner) and

showed that this essentially produces a continuous embed-

ding of the underlying discrete-parameter process. The work

focused on the optimization algorithms and the embedding

technique itself was not explored in depth.

The focus of the current paper is on the randomization-based

embedding technique itself. We present a general randomiza-

tion scheme and prove that it produces continuous interpola-

tions of the objective. The proof extends (Bhatnagar et al.

2011; Lemma 3) by relaxing the assumption on the ergod-

icity of the constituent Markov chains, making the analy-

sis applicable to a wider set of parameters and systems (in-

cluding systems with transient and/or periodic states), such

as the examples considered in this paper. We then describe

the application of the embedding technique to discrete-time

(slotted) queues for embedding queue-capacity, number of

servers and service-time parameters into a continuous space.

Such queues are of importance in several applications such

as communication networks, manufacturing lines and trans-

portation systems (see Alfa (2015)). To demonstrate the util-

ity of the embedding technique, we consider the optimization

of a queueing network with 7 parameters. We observe that

a randomization of the simulation model produces continu-

ous, smooth embeddings of the objective and two continu-

ous optimizers applied directly over this embedding perform

favourably in comparison to a direct discrete-space search

method. However the focus of the current paper is on the em-

bedding technique itself, rather than on specific optimization

methods. In-fact, once an embedding has been achieved, a

rich set of existing continuous optimizers become applicable

to the original discrete-parameter problem. A detailed per-

formance comparison between discrete-space methods and

continuous optimizers applied over an embedding can be

the topic for future research and is beyond the scope of

the current paper. In summary, this paper introduces the

randomization-based embedding technique as a useful tool in

the optimization of queueing networks over discrete parame-

ters. The simulation models and scripts used in this work are

available in an online repository (see Karanjkar (2017)).

RANDOMIZATION-BASED EMBEDDING

Consider a system with n integer-valued parameters and let

X = (x1, x2, . . . , xn) denote the parameter vector, where

each xi can take values from some finite set Di consisting

of successive integers. The set of all possible values that X
can take is the n-dimensional discrete parameter space ΩD

which, in this case is the Cartesian product ΩD =
∏n

i=1 Di.

Given a point X ∈ ΩD, our simulation model allows us to

measure the value of some long-run average objective f(X).
Let ΩC denote the convex hull of ΩD. We wish to obtain

the interpolation f̂ : ΩC → R of f , and measure its value

at a given point Y ∈ ΩC . Let Y = (y1, y2, . . . , yn). Thus

the ith parameter needs to be assigned a value yi ∈ R in the

embedded model.

To obtain f̂(Y ), we construct a randomized version of the

model where the value of each parameter in the model is per-

turbed periodically (for example, at the beginning of each

time-slot) and assigned values of a discrete random variable

which we denote as γ. For each i ∈ {1, . . . , n}, the ith pa-

rameter in the model is assigned values of the random vari-

able γi(yi). The random variable γi is chosen in such a way

that its moments can be made to vary continuously with re-

spect to the parameter yi, and γi(yi) = yi with probability 1
whenever yi ∈ Di. The simplest example of such a random
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variable is:

γ(y) =

{ 
y� with probability α(y)
�y
 with probability 1− α(y)

where α(y) = �y
 − y

(1)

For instance, if yi = 10.3, then at each time-slot the param-

eter will take the value 11 with probability 0.3 and the value

10 with probability 0.7 so that its average value over a single

simulation run would be 10.3. All parameters in the model

are embedded simultaneously and assigned values of inde-

pendent random variables γ1(y1), γ2(y2), . . . γn(yn). Let f̂
be the long-run average measure obtained by simulating such

a randomized model. f̂ is now a function of Y . Further,

f̂(Y ) = f(Y ) when Y ∈ ΩD by definition. Thus f̂ is an

interpolation of f . As each parameter in the model can be

embedded independently, the interpolated value can be com-

puted using a single simulation of the randomized model.

Thus, the interpolation is achieved by averaging over time,

instead of space.

ANALYSIS

In this section we present a general randomization scheme

and prove that it produces continuous interpolations of the

long-run average objective. Consider the ith parameter in

the model which can take integer values from the set Di. Let

Di = {x1
i , x

2
i , . . . , x

p
i } and let Ci ⊂ R denote the range

[x1
i , x

p
i ]. To embed the ith parameter into a continuous space

and assign to it some value yi ∈ Ci, we perturb the param-

eter periodically and assign to it values of a discrete random

variable γi(yi). In general, the random variable γi can have

a multi-point distribution, taking values from the set Di. Let

α1
i , α

2
i , . . . , α

p
i be a set of functions which map values from

the domain Ci to the range [0, 1] such that:

• ∑p
k=1 α

k
i (y) = 1 ∀y ∈ Ci, (2)

• αk
i (y) = 1 when y = xk

i for k ∈ {1, 2, . . . , p}, (3)

• α1
i , . . . , α

p
i are continuous at all points in Ci. (4)

The random variable γi(y) then has the distribution:

γi(y) = xk
i with prob αk

i (y) for k ∈ {1, 2, . . . , p}. (5)

There are an infinite number of choices for the set of func-

tions {α1
i , . . . , α

p
i } that satisfy conditions (2) to (4). We illus-

trate one example of such a set in Figure 1. (In general, the

shape of these functions will affect the resulting interpola-

tion f̂ .) Let X1, X2, . . . , Xm be points in the n-dimensional

discrete parameter space ΩD. At each parameter point Xj

we assume that the behavior of the system can be described

as a stationary Markov chain with a finite state-space S and

a transition probability matrix P j . Such a chain will have

a unique stationary distribution (that is, a unique value of

the distribution π which satisfies πP j = π) unless it con-

tains two or more closed communicating classes. We assume

that at each point Xj ∈ ΩD the corresponding chain con-

tains exactly one closed communicating class and therefore

Figure 1: An example for the set of functions α1
i , α

2
i , . . .

that satisfy conditions (2)-(4) over the domain Di =
{1, 2, . . . , 5}. At a given point y = yi, α

k
i (yi) represents

the probability with which the random variable γi takes the

value k. For example, at y = 2.8 indicated by the dashed

line, α2
i = 0.2 and α3

i = 0.8 whereas αk
i = 0 for k /∈ {2, 3}.

has a unique stationary distribution πj . The chain is not re-

quired to be ergodic and may contain periodic states and/or

some transient states. Further, we assume that the chains at

X1, . . . , Xm all share a common state-space S . Note that it

is permissible for the subset of states forming a closed com-

municating class at points Xi and Xj to be different or alto-

gether non-overlapping for i �= j.

Let c : S → R be a cost function that assigns a fixed cost

to every occurrence of a state in the Markov chain. Let πj
s

denote the probability of occurrence of a state s ∈ S under

the distribution πj . The long-run average cost f at the point

Xj can then be defined in terms of the stationary distribution

as follows:

f(Xj) =
∑
s∈S

πj
sc(s). (6)

Now consider the randomized model at Y =
(y1, y2, . . . , yn) ∈ ΩC where the ith parameter in

the model is assigned values of the random variable

γi(yi). Here γ1, γ2, . . . , γn are independent random

variables with the distribution given by Equation (5).

We assume that all parameters in the model are per-

turbed at identical time instants. Let the set of functions

{αk
i : Ci → [0, 1] | i ∈ {1, 2, . . . , n}, k ∈ {1, 2, . . . , |Di|}}

used during randomization, be continuous and have K
continuous derivates, where K is some non-negative integer

(that is, let each function be of differentiability class CK

where K ∈ {0, 1, 2, . . . }.) Let f̂ : ΩC → R be the

corresponding long-run average measure of the randomized

model. Then, we show that the following statement is true:
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Theorem 1. f̂ is a continuous interpolation of f and also
belongs to differentiability class CK .

Proof. The n-dimensional vector of parameter values at any

instant of time is itself a random variable Γ whose distribu-

tion is a function of Y as follows:

Γ(Y ) = Xj with prob βj(Y ) for j ∈ {1, 2, . . . ,m}.
(7)

where m is the total number of points in the discrete design

space (m =
∏n

i=1 |Di|). Let Xj = (xj
1, x

j
2, . . . , x

j
n) be a

point in ΩD and let Ii(x) denote the index of element x in

the set Di. The coefficients βj can then be obtained as:

βj(Y ) =
n∏

i=1

P(γi(yi) = xj
i ) =

n∏
i=1

α
Ii(x

j
i )

i (yi). (8)

From equations (8) and (4) it follows that the functions

β1, β2, . . . , βm which map values from the domain ΩC to

the range [0, 1] also satisfy the following conditions:

• ∑m
j=1 β

j(Y ) = 1 ∀Y ∈ ΩC , (9)

• βj(Y ) = 1 when Y = Xj for j ∈ {1, 2, . . . ,m} , (10)

• β1, . . . , βm are continuous at all points in ΩC . (11)

Let P (Y ) denote the transition probability matrix of the ran-

domized model. We choose the time instants at which to per-

turb the parameter values in such a way that P (Y ) is given

by

P (Y ) =
m∑
j=1

βj(Y )P j . (12)

In a discrete-time system, this can be achieved in a straight-

forward manner by perturbing the parameter values at the

beginning of each time-slot. From (12) and (11) it follows

that P (Y ) is continuous with respect to Y . We now refer

to a result from (Schweitzer 1968; Section 6) which states

that: If PA is the transition probability matrix of a finite
Markov chain containing a single irreducible subset of states
(a single closed communicating class), then for an arbitrary
stochastic matrix PB with the same state-space as PA, the
randomized stationary Markov chain with transition proba-
bility matrix

P (λ) = (1− λ)PA + λPB 0 ≤ λ < 1

will also possess a single irreducible subset of states. Fur-
ther, P (λ) has a unique stationary distribution π(λ) which
is infinitely differentiable with respect to λ for λ ∈ [0, 1).
In Equation (12) P 1, P 2, . . . , Pm each have a single irre-

ducible set of states. Therefore the stationary distribution

π(Y ) corresponding to P (Y ) exists and is infinitely differ-

entiable with respect to the coefficients β1(Y ), . . . , βm(Y )
and K-times continuously differentiable (CK) with respect

to Y . Let πs(Y ) denote the probability of occurrence of a

state s under the distribution π(Y ). The long-run average

cost f̂ in the randomized model is given by:

f̂(Y ) =
∑
s∈S

πs(Y )c(s)

The function f̂ is also CK with respect to Y . From equa-

tions (7) and (10) we have Γ(Y ) = Xj with probability 1

when Y = Xj for j ∈ {1, 2, . . . ,m}. Thus f̂(Y ) = f(Y )

whenever Y ∈ ΩD. Therefore f̂ is a CK interpolation of

f .

Thus we have shown that a randomization of the simulation

model can be used as a means of producing continuous inter-

polations of the long-run average measure f under the listed

assumptions. It should be noted that for f̂ to be of class CK ,

it is sufficient but not necessary for the coefficient functions

α1
i , α

2
i , . . . to be CK functions. For instance, it may be pos-

sible to obtain a continuously differentiable interpolation f̂
using coefficient functions that are continuous but not differ-

entiable at the integer points.

APPLICATION TO DISCRETE-TIME QUEUES

In this section we describe the application of the embed-

ding technique to discrete-time queues for embedding queue-

capacity, number of servers and service-time parameters into

a continuous space and present simulation results for several

concrete examples.

We assume that in each slot, jobs arrive into the system near

the beginning of a slot and depart towards the end of the slot.

At-most one job can arrive within a single slot. S0 denotes

the initial state of the queue and St denotes the state mea-

sured at the end of slot t. For job arrivals with geometrically

distributed inter-arrival times (denoted Geo) the probability

of a job arriving in a slot is denoted as p. For geometrically

distributed (Geo) service times, the probability of the server

finishing an ongoing job in the current slot (irrespective of

the amount of time for which the job has already received

service) is denoted as q. For a deterministic server (denoted

D), every job takes a constant amount of time to be processed

by the server. The number of slots taken to process a job is

denoted as T .

For performing the randomization, we will use a more gen-

eral form for the random variable γ, which was first intro-

duced in Equation (1) as follows:

γ(y) =

{ 
y� with probability α1(y) = α(y)
�y
 with probability α2(y) = 1− α(y)

where α(y) =

⎧⎨
⎩

�y
s − ys

�y
s − 
y�s when y /∈ Z

0 when y ∈ Z

(13)

where s ∈ R is a constant. It can be seen that the probability

functions α1(y) and α2(y) will satisfy the conditions (2)-(4)

for s �= 0.

Embedding Queue-Capacity

Consider a Geo/Geo/1 queue with finite buffering. The queue

state St is the number of jobs in the queue at the end of slot t.
The queue has a capacity parameter C ∈ N that we wish to

embed into a continuous space. We first define the behavior

of the queue with respect to C as follows:
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Figure 2: Interpolation produced using the randomization-

based embedding technique for a finite-capacity Geo/Geo/1

queue. The embedded parameter y is the queue-capacity and

f̂(y) is the blocking probability of the queue. (Simulation

length=104 slots, p = 0.5, q = 0.51).

Definition 1. A job arriving in slot t is allowed to enter the
queue if St−1 < C, else the job is lost.

By defining the capacity parameter in this way, we ensure

that the Markov chains corresponding to every possible value

of C share the same state-space. For a queue with a con-

stant value of C, the states {St | St > C} are transient

and unreachable from states {St | St ≤ C}. The definition

also makes it intuitive for the parameter C to be updated dy-

namically within a simulation, in the randomized model. Let

f : N → R be some long-run average measure of this sys-

tem expressed as a function of the capacity parameter C. We

wish to embed the capacity parameter into continuous space,

and evaluate the interpolation f̂(y) of f at some given point

y ∈ R≥1. To do so, we construct a randomized model where

the capacity parameter is perturbed at the beginning of each

slot and assigned the value of the random variable γ(y) as

described in Equation (13) with s = −1. Let Ct denote the

instantaneous value of the capacity parameter for the dura-

tion of slot t. By the definition of the capacity parameter

above, whenever the parameter is updated the jobs already

present in the queue are not disturbed. The updated value of

the parameter is used solely to decide if a new job should be

accepted into the queue. Thus it is possible that St > Ct at

some time instants t.
In Figure 2, we show the simulation results obtained with this

randomization scheme. We fix the arrival and service prob-

abilities p, q and sweep the queue capacity parameter y in

steps of 0.05. The interpolated function f̂(y) is the blocking

probability (probability of an arriving job being denied entry

into the system). Each point in the plot is the mean value

of f̂(y) measured using 100 simulation samples with distinct

randomization seeds. The shaded area around the plot repre-

sents the ±3 standard-deviation interval.

We observe that a randomization of the model produces a

smooth interpolation of the objective. The standard devia-

tion values (which represent the simulation error) are similar

at the discrete and the interpolated points, indicating that the

stochastic error contributed by the randomization is negli-

gible. The computational overhead of the embedding, con-

tributed primarily by the additional calls to a random num-

ber generator, was found to be between 5% to 10%. The

overhead was computed as the relative difference between

the time per simulation for the original discrete-parameter

model (at some y = y0 ∈ N) and the randomized model

(at y0 + 0.5). This overhead is very small in comparison to

the computational cost involved when using spatial interpo-

lation.

Thus a smooth embedding of the queue capacity parameter

could be obtained efficiently through a randomization of the

simulation model.

The shape of the interpolation curve is sensitive to the choice

of the interpolation coefficients α1(y), α2(y), and thus the

value of the parameter s used for generating these coeffi-

cients. For most of the examples considered in this study,

we observe that setting s = 1 results in a smooth interpola-

tion. For other examples, we have tuned s to obtain a smooth

interpolation. It may be possible to arrive at the best random-

ization settings (the choice of the functions αk) analytically

rather than through tuning. However this is beyond the scope

of the current work and can be an interesting direction for

future study.

Embedding the Number of Servers

Consider a Geo/Geo/K queue. The queue has infinite buffer-

ing and K identical, independent servers working in parallel.

We wish to embed the parameter K ∈ N into continuous

space. To do so, we first re-define the system behavior as

follows:

Definition 2. The system consists of a single, infinitely fast
controller with a parameter K, and a fixed large number
(> K) of identical, independent servers. In each time-slot,
the controller pulls jobs from the head of the queue and as-
signs each job to a free server, as long as the queue is not
empty and the number of jobs currently receiving service is
less than K.

Note that for a fixed (integer) value of K, this description is

identical to a queue with K independent servers. However,

the new definition of the queue behavior makes it intuitive

for the controller parameter K to be updated dynamically.

To embed K into continuous space and evaluate the interpo-

lation at some point y ∈ R≥1, we construct a randomized

model where K is perturbed at the beginning of each slot

and assigned the value of the random variable γ(y) defined

in Equation(13) with s = 1. By the definition above, when-

ever the parameter K is updated, the jobs already receiving

service are not disturbed and the updated parameter value is

used solely for deciding if service can commence for new

jobs.

In Figure 3, we show the interpolation obtained using this

scheme. We fix the arrival and service probabilities p, q and

sweep the parameter y in small steps (the step-size is chosen

to be smaller near the knee region). The interpolated function

f̂(y) is the average number of jobs in the system. Each point

in the plot is the mean value of f̂(y) measured using 100
simulation samples. We observe that a randomization of the
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Figure 3: Interpolation results for embedding the number of

servers (K) in a Geo/Geo/1/K queue. The embedded param-

eter y = K is the number of servers and the interpolated

function f̂(y) is the average number of jobs in the system.

(p = 0.5, q = 0.51, simulation length= 104 slots)

model produces smooth interpolations of f in a Geo/Geo/1/K

queue. Similarly, for a queue with a deterministic service

time (a Geo/D/1/K queue), a smooth interpolation was ob-

tained using the same randomization settings.

Embedding Service Time

Consider a Geo/D/1 queue. The server is deterministic with

a fixed service time of T ∈ N slots. To embed the parameter

T into continuous space, we first define the server behavior

as follows:

Definition 3. The server has a parameter T . At the end of
each slot, the server ends jobs that have already received
≥ T slots of service.

To embed T into continuous space and evaluate the interpo-

lation at some point y ∈ R≥1, we construct a randomized

model where T is perturbed at the beginning of each slot and

assigned the value of the random variable γ(y) defined in

Equation (13) with s = 1. In Figure 4, we show the interpo-

lation obtained using this randomization scheme. We fix the

arrival probability p and sweep the service time parameter y
in steps of 0.05. The interpolated function f̂(y) is the aver-

age number of jobs in the system. Each point in the plot is

the mean value of f̂(y) measured using 100 simulation sam-

ples. The randomization produces a smooth interpolation of

f .

Using the approach described in this section, multiple dis-

crete parameters in a model can be embedded simultaneously

and independently of each other, and existing continuous op-

timizers can be applied over such an embedding.

AN OPTIMIZATION CASE STUDY

To demonstrate the utility of the embedding technique, we

present an optimization case study for a queueing network

shown in Figure 5. We optimize this queueing network us-

ing the embedding-based approach described in this paper

and compare its performance to a direct discrete-space search

method. Although the focus of this paper is on the embed-

ding technique itself (and not on a comparison between op-

Figure 4: Interpolation results obtained by embedding the

service-time in a Geo/D/1 queue. The embedded parameter

y is the service time (in slots) and f̂(y) is the average number

of jobs in the system. (p = 0.24, simulation length= 104

slots)
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Figure 5: Queueing network to be optimized

timization algorithms), the preliminary results obtained for

this case-study indicate that descent-based continuous opti-

mizers can be effectively applied over the embedding and

may perform significantly better in comparison to discrete-

space methods.

Problem Statement: The queueing network in Figure 5 con-

sists of three nodes n1, n2 and n3. Each node ni has a queue

with a finite capacity Ci in front of it. Jobs arrive at n1 with

geometrically distributed inter-arrival times (with an arrival

probability p). An arriving job that finds the queue full is

lost. The node n1 consists of a single deterministic server

with a service time of T1 slots. This server forwards each

job to either n2 or n3 with equal probabilities, and stalls if

the destination queues are full. Nodes n2 and n3 respec-

tively consist of K2 and K3 identical servers working in par-

allel. The servers in n2 have geometrically distributed ser-

vice times (with service probability q2) whereas those in n3

are deterministic, with a service time of T3 slots. The servers

in T3 are prone to faults. The probability of a job turning

out faulty (denoted β) is inversely related to the service time

(β = 1/T3). A job that has received faulty service is sent

back to node n1 to be re-processed as a fresh job. If the des-

tination queue at n1 is full, the corresponding server in n3

stalls. The arrival probability p and the service parameter q2
are kept fixed (p = 0.5, q2 = 0.1). The parameter set for this

system is {C1, C2, C3, T1, T3,K2,K3}. Each parameter can

take integer values between 1 and 10. Thus the parameter
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(a) f(T1, T3) (b) f(K2,K3)

Figure 6: The interpolated objective function f̂ (obtained via

simulation of the queueing network in Figure 5) plotted along

2-dimensional slices of the parameter space.

space has 107 design points.

Objective Function: Let X denote the vector of parameter

values and ΩD denote the set of all possible values that X can

take. We define the objective function f(X) as a weighted

sum of throughput and cost components. The throughput

component, denoted T (X) is the expected value of the long-

run average throughput of the system (estimated using simu-

lation). The cost component, denoted C(X) is modeled us-

ing a synthetic function as follows:

C(X) = (C1 + C2 + C3) +
20

T1
+ 100K2 + 20

K3

T3
. (14)

Thus the cost increases with increasing buffer sizes and

the number of servers, and reduces with increasing service-

times. The objective function to be minimized is a weighted

sum of the normalized cost and throughput components, de-

fined as follows:

f(X) =
C(X)

max
j∈ΩD

C(j)
− T (X)

p
(15)

Since an exhaustive evaluation of f over all 107 design points

is infeasible, our goal is to find the best solution possible

within a fixed computational budget. To solve this optimiza-

tion problem, we first embed the discrete parameter space

into a continuous one by randomizing each parameter in the

model using the technique described in the previous section.

To understand the nature of the resulting interpolation (in

terms of continuity, convexity and smoothness), we plot the

interpolated objective along arbitrary 2-dimensional slices of

the 7-dimensional domain. Figure 6 shows the interpolated

objective f̂ plotted along two such slices. The plots were

obtained by sweeping two parameters at a time (in steps of

0.25) while keeping the other parameter values fixed. Each

point on this plot is obtained via a single simulation of the

randomized model of length 104 slots. Along each slice, the

interpolation is found to be reasonably smooth. The plots

obtained along several other slices in the domain were simi-

lar, indicating that the interpolation obtained via the random-

ization is well-suited to the application of continuous-space

optimizers.

We evaluate the performance of two continuous optimizers,

COBYLA (Powell (1994; 2003)) and SPSA (Spall (1992))

applied directly over the randomization-based embedding

and compare their performance against a discrete-space ver-

sion of SPSA (Whitney et al. (2001)) applied over the orig-

inal discrete-parameter model. While discrete-parameter

variants of SPSA exist, COBYLA has not been convention-

ally applied in the discrete-parameter case. This fact illus-

trates the utility of our embedding technique, which makes

it possible for a large set of existing continuous optimizers

to be applied for solving discrete-parameter problems. Both

COBYLA and SPSA were chosen as they do not require an

explicit computation of numerical derivatives along each pa-

rameter axis and are thus suited to high dimensional prob-

lems. Further, both methods are suited to problems where

the objective function evaluations can be noisy. The settings

for each optimizer were selected via tuning and were identi-

cal across the continuous and discrete versions of SPSA.

Results: For each optimization method, we perform 100 op-

timization runs using distinct, randomly chosen initial points.

The set of initial points is fixed and is common across all

three optimization methods. For each optimization run we

set an upper limit of 1000 objective evaluations. At each

objective function evaluation, the system throughput is mea-

sured using a single simulation of the randomized model (of

length 104 slots) and the cost is computed analytically using

Equation (14). At the end of each optimization run, we round

the solution to the nearest integer point, and record the ob-

jective value at this point. Table 1 presents the performance

results for the three methods measured across 100 optimiza-

tion runs. The results show that COBYLA shows the best

performance, both in terms of the quality of the solutions

and the convergence rate. The continuous-space SPSA per-

forms better in comparison to its discrete-parameter variant.

The solutions were found to be well-clustered. (Among the

top 20 solutions found by COBYLA, all were found to have

the parameter values T1 = 1, T3 = 10, and K2 = 3.) The

results indicate that existing continuous optimizers can be ef-

fectively applied over the embedding and their performance

compares favourably against direct discrete-space search.

COBYLA SPSA Discrete-SPSA
Objective value

at the optimum

(lower is better)

best -0.7130 -0.7108 -0.6842

avg -0.5240 -0.1994 -0.1964

std-dev 0.2930 0.3481 0.3358

Avg number of objective

function evaluations

per optimization run

52.7 1000 1000

Avg time per optimization

run (seconds)
0.15 2.94 2.33

Table 1: Performance of two continuous optimiz-

ers (COBYLA and SPSA) applied directly over the

randomization-based embedding, and a discrete-space op-

timizer (Discrete-SPSA) applied over the original discrete-

parameter space.
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CONCLUSIONS

This paper presented a simple and computationally efficient

technique using which discrete parameters in queueing sys-

tems can be embedded into a continuous-space, enabling di-

rect application of continuous-space methods for simulation-

based optimization. The technique is based on a random-

ization of the parameter values in the simulation model and

is applicable to problems where the objective function is a

long-run average measure. Unlike spatial interpolation, the

interpolated value can be measured using a single simula-

tion of this randomized model irrespective of the dimension-

ality of the design space. We presented a theoretical basis

for this embedding technique and described its application to

discrete-time queues for embedding queue capacities, num-

ber of servers and service-time parameters into a continu-

ous space. We then demonstrated the utility of this embed-

ding technique via an optimization case study of a queue-

ing network with 7 parameters. A randomization of the sim-

ulation model produced reasonably smooth and continuous

interpolations of the objective. Two continuous-space opti-

mizers (COBYLA, SPSA) applied directly over this embed-

ding were found to perform better in comparison to a direct

discrete-space search (Discrete-SPSA).

The shape of the generated interpolation curves is affected

by the choice of the randomization settings (in particular, the

choice of the functions α1
i , α

2
i , . . . used during randomiza-

tion). For obtaining a smooth interpolation, we have per-

formed a tuning of these randomization parameters in the

current work. However, for some systems it may be possi-

ble to arrive at the best randomization scheme analytically,

and this can be a direction for future investigation. Further,

the effect of the perturbation interval on the generated in-

terpolation curves also needs to be investigated further. A

limitation of this embedding technique is that it may require

a modification of the simulation program. Some state transi-

tions that were not possible in the original (fixed-parameter)

model may now become possible when the parameter values

are randomized. These transitions have to be accounted-for

by the programmer.

In summary, this paper showed that the randomization-based

embedding technique can be a useful and effective tool in

simulation-based optimization of queueing systems. Future

work can extend the embedding technique to other kinds of

discrete-event systems such as inventory models.
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ABSTRACT 

The paper presents the results of modelling the concentration 
of activated sludge in a biological reactor of a flowing 
sewage treatment plant. The value of this parameter is an 
important indicator of the condition of the plant operation 
and its forecasting with the use of a mathematical model 
enables to make the right operational decisions for the plant 
technologist. Three methods of machine learning were used 
for modelling: neural networks, the method of support 
vectors SVM and the MARS method. In the first stage of 
investigation, the sediment concentration was modelled using 
direct measurements of the raw wastewater inflow and the 
wastewater quality at the inflow to and outflow from the 
plant, while in the second stage, the time-consuming 
measurements of BOD5 have been replaced by its model 
based on the wastewater inflow. The best modelling results 
were obtained in both cases using the MARS method. The 
obtained results of calculations using an indirect modelling 
method are satisfactory and at the same time such a hybrid 
model can be used in the plant continuously to forecast the 
reactor operating state, which is not possible in the case of a 
model using BOD5 measurements directly. 

INTRODUCTION 

Wastewater treatment is a complex process and requires a 
range of operational parameters to be maintained. This is a 
key task in order to obtain the values of selected sewage 
quality indicators at the outlet of the facility below the limit 
values set by the relevant legal regulations. The operation of 
a biological reactor is influenced by a number of operational 
parameters, which include in particular the concentration of 
activated sludge, depending on the degree of sludge 
recirculation, the amount of chemical coagulants dosed, the 
concentration of dissolved oxygen, etc. In most cases the 
values of these parameters are not set optimally, so in many 
cases, both in summer and winter, the selected quality 
indicators of wastewater discharged from the treatment plant 
are exceeded. On the other hand, we can observe the 
operation of facilities where the values of appropriate 
settings are so high that the values of indicators at the 
outflow from the treatment plant are below the limit values, 
but the process being carried out is uneconomical and 
generates high operating costs. Therefore, in order to 

improve the efficiency of sewage treatment plants and at the 
same time reduce their operating costs, it is necessary to 
support the treatment process with the use of mathematical 
models. Physical models based on systems of differential 
equations describing kinetics of biochemical reactions may 
be used for modelling of treatment plants, however, due to 
the large number of parameters they contain, problems with 
their calibration usually occur (Henze et al. 1999, Szetela 
and Dymaczewski 2002). Therefore, statistical models (grey 
and black box) are also used to simulate a biological reactor, 
in which both the structure and values of the model 
parameters are determined on the basis of measurement data 
collected at the plant during the operation of the object. 
One of the most important operating parameters of a sewage 
treatment plant is the concentration of activated sludge, as its 
value has a key impact on the substrate load of the bioreactor 
and the age of the sludge, which in turn determine the quality 
of sewage and the course of processes in the activated sludge 
chambers. Currently, most of the modelling work on 
biological reactors using statistical models uses only 
measured data on wastewater quality at the plant inlet 
(Szel�g et al. 2018, Guclu and Dursun 2010). This approach 
is questionable from the point of view of process physics 
(activated sludge treatment of wastewater) and may lead to 
erroneous technological decisions affecting the operation of 
the biological reactor and the efficiency of the sewage 
treatment plant. Therefore, the present paper presents a 
model for forecasting the concentration of activated sludge, 
taking into account the quantity and quality of sewage at the 
inflow to the plant, as well as the bioreactor operation 
parameters and values of selected indicators of sewage 
quality at the outflow from the sewage treatment plant. For 
simulation studies the methods of neural networks 
(Multilayer Perceptron MLP), Support Vector Machines 
(SVM) and Multivariate Adaptive Regression of Spline 
(MARS) were used. 

THE OBJECT OF INVESTIGATION

The modelling and simulation calculations were based on 
data from a 72.000 m3/d municipal wastewater treatment 
plant with a Population Equivalent (PE) load capacity of 
275.000. The plant receives sewage from the city of Kielce 
and two neighbouring municipalities. Wastewater treatment 
in the facility is carried out first mechanically (by stepwise 
grids and aerated sandstone with separated grease removal) 
and then biologically on the basis of a modified Bardenpho 
system with a pre-denitrification chamber. The treated 
wastewater flows to a secondary clarifier, from where it is 
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separated from the active sludge and discharged to a 
reservoir - the Bobrza river. 
Within the monitoring system carried out at the sewage 
treatment plant, the quality of sewage is measured (biological 
and chemical oxygen demand, ammonium nitrogen, total 
nitrogen, suspended matter, total phosphorus) no less than 6 
times a month at the inflow and outflow of the facility from 
2012 onwards. Simultaneously, on-line measurements are 
carried out of the amount of sewage flowing into the 
treatment plant and the parameters of the biological reactor 
(pH, sediment temperature, oxygen concentration, active 
sediment concentration, degree of recirculation, amount of 
excessive sediments discharged, amount of PIX coagulant 
dosed). 

METHODOLOGY

In the calculations performed, a mathematical model was 
developed to simulate the active sediment concentration 
values using the methods of MLP, SVM and MARS. A 
model for predicting the concentration of the sediment was 
proposed in the following form (Szel�g and Gawdzik 2017): 

 (1) 

where Q - the amount of sewage inflow, TAS - the 
temperature in the activated sludge chambers, mmet - the daily 
dose of methanol, mPIX - the daily dose of PIX coagulant, 
RAS - the degree of sludge recirculation, SE - the sludge 
settle-ability indicator, DO - the concentration of dissolved 
oxygen, Cin,eff - the values of selected sewage quality 
indicators at the inlet (inflow) and outlet (effluent) of the 
treatment plant, including: BOD5 - biochemical oxygen 
demand, COD - chemical oxygen demand, TSS - general 
suspension, TN - total nitrogen, N-NH4 - ammonium 
nitrogen, TP - total phosphorus. 
Due to the time-consuming determination of BOD5, it was 
assumed in the analyses that its value would be modelled on 
the basis of the relation: 

 (2) 

where Q(t-i) are the sewage inflow values to the treatment 
plant preceding the projected BOD5 at time t. 
As a result, the MLSS prediction model described by 
equations (1-2) enables to simulate the important parameter 
of the plant operation continuously, which is a significant 
advantage compared to the works of other authors (Guclu 
and Dursun 2010, Hong and Bhamidimaria 2003). 
Neural networks of multilayer perceptron type (MLP) used in 
the study are commonly applied to model phenomena where 
the relation between inputs (xi) and output (y) is non-linear 
(Dogan et al. 2008, Ossowski 2013). In such a model, first I - 
input data (x) are multiplied by the values of the weights (w) 
and transmitted to J - hidden layer neurons, in which their 
summation takes place, and then the obtained sums are 
transformed using the linear or non-linear activation 
functions f(-) and transferred to the output neurons. The 
values of weights in the model are estimated at the stage of 
network learning by means of appropriate numerical 

algorithms. The values of network outputs (ym) are calculated 
from the formula: 

(3) 

where: I - number of model inputs, J - number of neurons in 
the hidden layer, wij - values of weights between the inputs 
and neurons of the hidden layer, bj - biases of neurons of the 
hidden layer, wj - values of weights between the neurons of 
the hidden layer and the output from the model, f(-) - 
activation function. 
In the calculations at the stage of creation of the MLP model, 
in order to limit potential model overlearning, the number of 
neurons in the hidden layer was assumed from the range of 
<j÷2j+1> (where j - the number of model inputs) and the 
following activation functions in the hidden and output layers 
were considered: linear, exponential, hyperbolic tangent, 
logistic, linear and sinusoidal. The BFGS (Broyden-Fletcher-
Goldfarb-Shanno) method was used to determine the weights 
of the MLP model. 
A modification of the method of artificial neural networks of 
the multi-layer perceptron type is the SVM method of 
support vectors, in which the neurons in the hidden layer of 
the network were replaced by nuclear functions (kernel) 
(Burges 1998). The application of nuclear functions in the 
model allows for the transformation of non-linear N-
dimensional space into a K-dimensional linear space of 
characteristics with a larger dimension. In the calculations, a 
regressive method of support vectors with radial nuclear 
function was applied in order to minimize the functional of 
the form: 
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where: |yi-y(xi)|�=max{0,|yi-y(xi)-�|}, � - permissible error 
rate, ||f| - norm f in the Hilbert space, c - user-selected 
constant, depending on the value of � (Ossowski 2013), m - 
quantity of the teaching set, y(xi) - function value f=y(x) in 
point xi described by the equation: 
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where: w0 - deviation, Nsv - number of support vectors 
dependent on C and �, �i, �i' - Lagrange multipliers, K(x,xi) - 
nuclear function with radial base functions (Ossowski 2013). 
In models developed using MLP and SVM methods, optimal 
values of parameters describing the structure of models were 
searched while using the method of successive 
approximations, substituting successive values of parameters 
until the moment of obtaining appropriate values of 
adjustment measures, such as correlation coefficient (R), 
mean absolute error (MAE), mean relative error (MAPE) and 
mean square error (RMSE). 
The MARS method is used for solving regression problems 
(Friedman 1991, Szel�g i Studzi�ski 2017). In the classical 
regression approach, independent variables are treated 
uniformly, whereas in the MARS method variation ranges of 
the concerned predictors are divided into subranges in which 
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independent variables can have different impacts on the 
phenomenon investigated. The boundaries of subranges are 
determined on the basis of threshold values (t). The values of 
the predictors are segregated into those lower and higher than 
threshold values ti. That is performed by means of the basic 
functions that have the following form: 
 
h(X)= �i (max(0, X–t) (6) 
 
where h(X) – vector of the basic functions for individual 
variables (xi) for which the following condition is satisfied: 
 

 (7) 
 
In the MARS method the regression relation is a spline 
function obtained from a linear combination of the product of 
the basis functions and appropriate weights. The function can 
be written as follows: 
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where: X=[x1,x2,…,xi] – vector of input data, �m – weight 
values, hm – basic functions. 
To calculate the values of the model parameters, Friedman 
(1991) developed a special algorithm that allows the search 
of observations to establish threshold values. Software 
STATISTCA was used to develop the above models and the 
data set was divided into teaching data subset (80%) and test 
data subset (20%). 
 
RESULTS 
 
On the basis of the results of measurements of the amount of 
sewage at the plant inlet and the quality of sewage at the 
plant inlet and outlet (BOD5, COD, TN, N-NH4, TSS, TP) as 
well as measurements of parameters of biological reactor 
operation (TKOC, pH, mPIX, WAS, RAS, FM, SE), the ranges 
of variability of these measurements (minimum, average, 
standard deviation) were determined; the results of the 
analyses are presented in Table 1. On the basis of Table 1 it 
can be concluded that in the analyzed time period the 
quantity and quality of sewage at the inflow changed to a 
large extent, which had a significant impact on the 
operational parameters of the bioreactor and the course of 
processes within the activated sludge chambers. 
At the same time, varied  quality of sewage at the facility 
inlet and variability of reactor parameters resulted in a 
change in the quality of sewage at the outlet. Based on the 
measurement results, models were developed to simulate the 
activated sludge concentration by the three methods 
mentioned above. Table 2 presents values of measures of 
adjustment of measurement results to calculations for 
particular methods, while Fig. 1 shows graphically 
comparison of calculation results with the measurements. 
In the model obtained by the MLP method the number of 
neurons in the hidden layer was 12, and for the hidden and 
the input layers the hyperbolic tangent and exponential 
activation functions were selected, respectively. In the SVM 
model, the lowest error values were obtained for C=100, 

�=0.10 and �=0.70. In the model developed by the MARS 
method, the optimal structure of the model was obtained for 
24 nodes. 
 

Table 1. Summary of the range of variability in the amount
 and quality of sewage and bioreactor parameters. 

 

 
 
Table 2: Summary of measures to match MLSS calculation 

results to measurement data. 
 

 
 
The results of the MLSS modelling are slightly worse than 
those obtained by Hong and Bhamidimaria (2003), who 
based on the measurements of MLSS(t-1), RAS, pH, rainfall 
and inflow to the facility, and using the MLP method, 
obtained a model for which R=0.91. In contrast our results of 
MLSS calculation are better than those of Guclu and Dursun 
(2010), who using the MLP method and on the basis of Q, 
CODin, TSSin, LCOD, TKNin and DO measurements 
determined a model, for which R=0.88. On the other hand 
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better results than those obtained by the authors mentioned 
were obtained by us using SVM and MARS methods, for 
which the R-values are equal to 0.924 and 0.938, 
respectively. 
 

 
Fig. 1. Comparison of the measurements and of results of 

MLSS calculations done by MLP, SVM and MARS 
methods. 

 
Table 3. Summary of measures to match BOD  calculation 5

results to measurement data. 
 

 
 

 
Fig. 2. Comparison of the measurements and of results of 

BOD5,in calculations done by MLP, SVM and MARS 
methods. 

 

Although the MLSS modelling results obtained are correct, 
all the models have one basic disadvantage. Because the 
models include BOD5,in measurements, it is not possible to 
applicate them for the object operation in on-line mode due 
to the long time of performing the marking of a single value 
of this parameter. Therefore, based on equation (2), 
subsequent studies were based on determination of models 
for BOD5.in forecasting, again using the MLP, SVM and 
MARS methods; the values of the calculated parameters of 
matching the models to measurements are presented in Table 
3, and Fig. 2 shows a comparison of the results of BOD5 
calculation with the measurement data. 
 
In case of the MARS method, the lowest error values of the 
BOD5 prognosis were obtained for 7 nodes, whereas in case 
of the MLP, the lowest error values were obtained for 8 
neurons in the hidden layer and for the exponential and linear 
activation functions in the hidden and the output layers, 
respectively. The lowest error values were obtained for 
C=200, �=0.01 and �=0.20 in the case of the SVM method. 
On the basis of Table 3 it can be concluded that the lowest 
values of errors in the BOD5,in forecast were obtained using 
the MARS method, while the highest values of errors in the 
forecast were obtained using the MLP method. 
The R-values obtained in the study are slightly lower than 
those obtained by Dogan et al. (2008), who on the basis of 
CODin, TNin, TPin, SSin and Q measurements developed a 
model for the BOD5 forecast using the MLP method, 
obtaining for it R=0.95. This is due to the fact that these 
authors used in their calculations much higher number of 
independent variables describing the modeled parameter 
BOD5. 
Since the determined models of MLSS and BOD5 
parameters were characterized by satisfactory predictive 
capabilities, in subsequent studies the MLSS variable has 
been modelled using BOD5 models, i.e. in relation (1) 
describing the MLSS model instead of BOD5 measurements, 
the results of modelling this parameter on the basis of 
equation (2) were substituted; in the calculations the 
following combinations of methods used for the 
determination of the relevant models were examined: 
MARS+MARS, SVM+SVM and MLP+MLP. The results of 
the calculations are presented in Table 4 and in Fig. 1 the 
comparison of the calculation results with the measurements 
data is shown. 
 
Table 4: Summary of measures to match MLSS calculation 
results to measurement data for the various combinations of 

the modelling methods used. 
 

Method 
R MAPE MAE RMSE 

- % kg/m3 kg/m3 
MLP+MLP 0,832 13,32 0,51 0,62 
SVM+SVM 0,865 10,16 0,45 0,53 

MARS+MARS 0,902 8,56 0,39 0,47 
 
Analyzing the matching measure values received (Table 4), it 
can be concluded that the models obtained based on the 
combination of equations (1) and (2) predict the MLSS 
active sediment concentration with satisfactory accuracy, 
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especially in the case of using the MARS modelling method 
in both calculations, although the results obtained are worse 
than when the BOD5 measurements were used directly in the 
MLSS modelling. Among the studied combinations of 
methods, the lowest MLSS modelling errors were obtained 
for the MARS+MARS combination, and the highest for the 
MLP+MLP combination. In addition, it can be noted that 
replacing the measured BOD5 values with modelling values 
leads in many cases to an underestimation of the MLSS 
maximum values, which could potentially lead to exceeding 
the allowed limit values of the treated wastewater quality 
indicators (BOD5,eff, CODeff, TSSeff, TNeff, N-NH4,eff, TPeff) 
during the operation of the plant. Therefore, further testing is 
needed to improve the accuracy of the calculations of the 
models proposed in the study. 
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ABSTRACT

Analyzing complex adaptive systems is always a chal-
lenging task. Nature and its underlying governing rules
do not always show clear patterns. The hypothesis of
emergent properties in such systems is hard to formu-
late and difficult to infer. In this context, a great effort
is being done by the Modeling and Simulation (M&S)
community towards modeling and handling emergent
behavior. Our research proposes minimal modifications
to the Discrete Event System Specification (DEVS) M&S
framework that brings the detection of emergent behav-
ior into the loop of a DEVS simulation. New knowledge
about behavior at micro levels is learned dynamically
and encoded into the DEVS layered structure at macro
levels. The approach bridges the gap between micro and
macro representations of a given system. A proof of
concept was implemented for the canonical Boids model
showing promising results.

INTRODUCTION

The idea of emergence has been exhaustively studied by
philosophy for centuries (O’Connor and Wong, 2015).
Its importance on the analysis of diverse systems in
natural and social sciences is undebatable. In complex
adaptive systems the concept of emergence can be de-
fined as the formation of order from disorder based on
self-organization, or similarly, as the materialization of
higher-scale properties previously unexpected while ob-
serving lower-scale behaviors. To reason about these
properties it is essential to capture the underlying pat-
terns and first principles that drive a systems’ behavior.
Quoting John Holland (Holland, 1998) (p.188) while
reasoning about levels of description and reductionism
in science, instead of holding to the notion that ”all
phenomena in the universe are reducible to the laws
of physics” one should approach the study of systems

more carefully by recognizing that ”all phenomena are
constrained by the laws of physics” and then focus into
the identification and modeling of the laws that create
emergence.
Several authors elaborated on the importance of compu-
tational Modeling and Simulation (M&S) of emergence
(Wildman and Shults, 2018; Mittal et al., 2018) to reach
a greater understanding of these attributes without as-
suming top-down or whole-part causes.
According to (DeLanda, 2011) simulation contributions
to emergence helps to restore its legitimacy because they
can expose interactions between virtual entities from
which characteristics, tendencies, and capacities actually
emerge. However, methods to explain or infer emergent
properties that rise from interactions in a system are
still missing (Szabo and Birdsey, 2017).

PREVIOUS WORK

Modeling emergence for simulation purposes is not new.
In the last few years several authors developed new
modeling formalisms that tackle this phenomenon from
different angles.
M&S developments in emergence towards new formalisms
have been developed based on Agent-based Modeling
(Bouarfa et al., 2013), Grammar based models (Szabo
and Teo, 2015) and DEVS (Zeigler and Muzy, 2016) just
to name a few.
Other types of simulation models exist that, despite of
not being designed specifically for handling emergence,
are good candidates to model such phenomena thanks
to their inherent multi-level capabilities (Steiniger and
Uhrmacher, 2016) and (Uhrmacher et al., 2007).
Several examples of emergence simulation can also be
found implemented in the Netlogo simulation environ-
ment (Tisue and Wilensky, 2004).
New challenges on where and how the community should
go towards modeling emergence have been analyzed be-
fore. It has been put forward that one of the grand
challenges on emergence is the development of ”Robust
Simulation Environments” that support the ”simulation
of [a] complex adaptive system model that manifests
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accurate emergent behavior” as stated in (Diallo et al.,
2018).

CURRENT LIMITATIONS AND OPPORTU-
NITIES

From the reviewed existing works we identified key as-
pects that led us to develop a novel approach to model
emergence. These aspects are:

Maturity: recently developed modeling techniques can
arguably deal with emergent behavior, their imple-
mentations are still at proof-of-concept level, and
their inherent limitations are still under debate.

Usability: the design of models that can express emer-
gent properties should be simple enough to concen-
trate the efforts more on the analysis of individuals’
behavior rather than on how to translate the prob-
lem into the given formalism.

Scalability: it should be mandatory that the formalism
allows for scaling the system’s size so that large
complex problems can be studied within reasonable
simulation times.

Our assessment of the current approaches is that they
present either high implementation complexities, non-
formal ad-hoc designs, or too abstract formulations still
far from practical applications. In this context, our
driving question is: to what extent the needs raised by
the M&S of emergent behavior can be met by minimal
adaptations of the well known DEVS framework?
By taking this road we aim to inherit the good perfor-
mance of DEVS in terms of the three aspects put forward
above.

THE DEVS MODELING AND SIMULATION
FRAMEWORK

The Discrete Event System Specification (DEVS, (Zeigler
et al., 2000)) is a mathematical formal framework based
on general systems theory for modeling and simulation
of discrete, continuous and hybrid systems (Wainer and
Mosterman, 2010; Cellier and Kofman, 2006). Since its
first specification in 1976 (Zeigler, 1976) DEVS-based
tools have been implemented in several programming
languages and applied to a wide range of areas in na-
ture, physics, engineering, computing, etc. The formal
specification allows for analytic manipulation, offering
hierarchical composition of structural (coupled) and be-
havioral (atomic) models defined by compact tuples of
sets and functions.

OUR CONTRIBUTION

We propose an approach based on simple modifications
over the DEVS classic formal model: to encapsulate

hierarchical emergent states within DEVS layered com-
ponents.

Consider the classic DEVS Coupled type of model CM .
It consists of a module that defines structure of (possibly
many) individual ”children” models by linking their input
and output ports (a directed graph where models are
the nodes and links are the edges). CM also accepts
external input events, emit external output events, and
defines a tie-break function select for cases when two or
more of its children need to change state at the exact
same time. CM has no state of its own, and therefore
no state transition function defined. However, if we
consider the set of all possible combinations of states of
its children models, we could reason about properties
of the aggregated state set as a whole, i.e. snapshots
describing some ”aggregated state” of CM based certain
observations made on its children states.

Following this line of reasoning we can equip the coupled
model definition with two new elements: a function FCM

that computes aggregated states the constituent models,
and a coupled state SCM . The later is the result of
applying FCM to the state-composition of the children’s
states.

Children models can, in turn, be influenced by a kind
of downward causation (actually a downward influence)
as they are allowed (not obliged though) to access SCM

while computing their local state transitions.

The exchange of information between parent and children
is done via the DEVS abstract simulator’s standard data-
transport layer.

With this approach, when aggregating the children states
we have the chance to detect or infer emergent properties
applying machine learning techniques during runtime.
Children models can then eventually communicate with
its parent to ask questions regarding properties of a
global state which can be shaped by emergent behaviors.

Due to its simplicity, our solution integrates cleanly with
already existent DEVS simulation engines, providing a
robust platform to build upon.

With a more expressive couple model structure we pro-
vide an elegant entry point to incorporate data analysis-
in-the-loop capabilities (machine learning being one spe-
cific, though powerful case).

The ease of implementation in existing DEVS-based
toolkits like PowerDEVS (Bergero and Kofman, 2011) or
PythonPDEVS (Van Tendeloo and Vangheluwe, 2015),
integrates the idea smoothly with proven simulation
solutions. This is achieved without disrupting the classic
DEVS modeler’s design work flow, as FCM and SCM

can be just ignored (left undefined) without producing
any impact on a classic DEVS model. Moreover, if a
children model attempted to retrieve information form
an undefined SCM aggregated set, it should simply know
how to deal with an empty response.
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A PROOF OF CONCEPT CASE STUDY

A proof of concept case study is provided to demonstrate
the suitability of our proposed DEVS modification. We
adopt a canonical distributed behavioral model for Flocks
proposed by (Reynolds, 1987). The relevance of this
model lies in its capabilities to benchmark formal models
targeting emergence. Our Flocks model is specified as
follows.
We define a Flock DEVS coupled model that contains
several birds modeled as Bird DEVS atomic models.
A Bird state is defined by its direction and a pair of
coordinates x,y in a continuous 2D space.
We determine the flockmates of each bird as the set of
birds within a given radius. Flockmates are computed
accessing the states of all Bird models and applying
the machine learning algorithm Radius Neighbors Re-
gressor, a regression model based on neighbors within a
fixed radius. The aggregated state SCM is generated in
simulation time by the coupled model.
Several similar functions could be encoded into the Flock
coupled model to aggregate different information from
its children. In this case we designed methods to give
information about the closest bird, the flockmates and
the average alignment and cohesion directions that a
bird should follow.
The internal state transition function that define the
behavior of each Bird enforces the Boids rules (Reynolds,
1987):

Separation: if nearest neighbor is closer than a given
maximum distance.

Alignment: otherwise, steer the direction towards the
average heading of neighboring birds.

Cohesion: finally, turn the direction towards the aver-
age position of local flockmates.

The experiment is configured with the following param-
eters: the size of the grid is 300 x 300 distance units,
the flock size is 500 birds, the radius of visibility for
each bird is 15 units and the maximum allowed distance
between birds is 2 units. The position evolves over time
following the updated direction with a constant module
of velocity equal to 1 distance unit per time unit. The
total simulation time was set to 60 time units.

RESULTS

Figure 1 shows the spatial evolution of the model in time.
Ellipses enclose flockmates when three or more birds
belong to the same flock. Each bird points at its own
direction. The cluster analysis that results in different
assignments of birds to clustered flocks is generated in
simulation time.
In Figure 2 we observe the dynamics of flocking through-
out the simulation. The membership to clusters fluctu-
ates as birds cross paths with other birds. We can notice

Figure 1: Evolving emergent properties. Birds’
orientations, positions and clusters.

Top panel: Initial state. Bottom panel: Final state,
including a full motion path for bird ID 123 (in black).

the variance of cluster sizes, going from small sets to
mega-clusters of birds that can reach up to 75% of the
population. More interestingly, the number of formed
clusters tend to decrease in time, showing that cohesion
is an emergent property.

By observing Figure 3 we see that the pattern of direc-
tions stabilizes. The box plot depicts how directions
are initially widely spread between 0 and 365 degrees,
converging afterwards to values close to 50 degrees. This
is also an evidence of emerging behavior.
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Figure 2: Emergence of clusters. Number of clusters
(flock size>1) and number of single (non-clustered)

birds.

Figure 3: Emergence of coherence on the directions of
birds.

CONCLUSIONS AND FUTURE WORK

Modeling and Simulating of emergence is a promising
field. Several new approaches are rising and there are
opportunities to contribute with better methods that

can handle emergence with correctness, accuracy and
formal soundness.
With such goals in mind we presented a modification to
the DEVS formal modeling framework that inter operates
transparently with already existing DEVS toolkits. The
integration of machine learning algorithms that are able
to predict, classify and infer emergent properties based
on the individuals behavior is auspicious.
A case study using the well established Boids model
showed that the strategy of equipping a DEVS coupled
model with an aggregate state plus an analysis function
is powerful enough so as to generate and handle emergent
behavior.
We were able to reproduce flocking behavior that is qual-
itatively comparable for instance with results obtained
with a similar model (Wilensky, 1998) implemented with
the NetLogo tool.
As promissory as the results may appear, there is still the
need to analyze the limitations of the approach. What
kind of emergent properties can be possibly detected,
what are the type of problems that this framework can
model, or what is the trade-off between modeling capa-
bilities and simulation performance? These are questions
to be addressed in a future work. Moreover, to assert
that our modification is still is a DEVS model requires
to provide a formal proof for the very important closure
under coupling property, which is part of our work in
progress.
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ABSTRACT 
 
The preliminary research on stationary sign language hand 
gesture recognition with use of convolutional neural 
networks is presented. Three tests are presented that differ in 
number of gesture types, that is, by classes amount. The main 
question is, whether it is possible to use convolutional neural 
networks and deep learning approach in stationary gesture 
recognition, when there is small number of training data, 
what is the influence of similar gestures on classification 
process and is it necessary to use controlled background. 
Test results are provided in form of confusion matrices. 
Finally, the direction of future work and further research is 
discussed. 
 
INTRODUCTION 
 

Gesture recognition is widely researched. There is a 
constant need of improvement in the way of communication 
between human and machine. There is a research field called 
Human Computer (or Machine) Interface (HCI or HMI), 
where the possible interactions are examined. People tend to 
communicate with computer with most intuitive way.  

People communicate with other people verbally and non-
verbally. Among the nonverbal communication channels, one 
of them are gestures and in particular, hand gestures. 
Moreover, hand gestures and sign language is the main 
channel of communication for deaf people. 

This paper presents the preliminary studies that should 
prove the concept of stationary hand gesture recognition by 
gesture type classification with use of Convolutional Neural 
Networks and Deep Learning. 
 
GESTURE RECOGNITION 

 
In the ongoing research on hand detection and hand 
landmarks localization the traditional, 3 stage image 
processing approach was used. The developed algorithms 
were divided into stages [3]: 

1. Segmentation / preprocessing 
2. Feature extraction 
3. Gesture recognition 

The first step was to determine region of the hand. 
Usually skin segmentation algorithms are used, however a 
common practice is to omit this step and assume constant 
background that can be easily subtracted. After 
preprocessing, the output is a hand mask, that is a binary 
image with information where is the hand located on the 
input image or video frame. Next, in feature extraction 
different algorithm can be used  to find a set of most valuable 
features and their values. This information is used to define 
and construct classification method in order to output the 
final description of hand gesture in analyzed image. 

Usually, there are two types of appliances. First, the 
classification of gesture that can be used for example to 
create a sign language translator [1]. Second, to track hand 
features for intuitive control [12, 2, 4]. Convolutional Neural 
Networks can be applied also for skeleton fitting and feature 
tracking [5], however the most common appliance is to 
classify images, thus this approach is described in this paper. 

The aim of the tests is to recognize the presented 
gesture. User shows a hand gesture from a sign language and 
the hand gesture is captured with use of a digital camera. 
Thus, the input of the system is a hand image and the 
expected output is an information what gesture had been 
presented. This is a classification problem. 
 
CONVOLUTIONAL NEURAL NETWORK 

 
The idea behind use of convolutional neural network for 

image classification had its origin in 2012 in ImageNet 
competition [8]. It was the first approach that had broken the 
standard image processing approach. The deep neural 
network was created and it was trained with thousands of 
raw, not processed color images. No additional rules were 
introduced by the developer. During the training of this 
neural network, the neuron weights were set to automatically 
determine the best features that classifies the input images. 
Usually, the convolutional neural networks are built in form 
of layers. There is a mix of convolutional, sampling and 
classification layers, each differ in input and output size. 

From this date, Convolutional Neural Networks are 
much more often applied to different research fields and they 
differ mostly in model structure. Despite the traditional image 
classification, convolutional neural networks are used for 
stereo matching [16], where the patches from two side by 
side cameras are located to find a depth image. When the 
backward learning is applied to a convolutional neural 
network, one can introduce a semantic matching for creating 
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the exact object mask [10]. Despite the image processing, 
deep learning can also be find in application to biomedicine 
[14] or in data processing for activity recognition [7, 15]. In 
term of human and gesture recognition, the main field of 
application is for face recognition [9]. There are also many 
publications in field of  hand gesture recognition. Some of 
them uses depth sensor data [11], some of them are focused 
on dynamic gesture recognition [12]. There are also similar 
research in field of stationary hand gestures on color images 
[6, 13] that would give a great opportunity to inspire the 
future work and compare the results as soon as the research 
will finish the preliminary stage. 

 
HAND GESTURE RECOGNITION DATA BASE 

 
Hand Gesture Recognition database is available online (link 
omitted for double blind review). It has been created for 
research on algorithms for hand landmarks detection and 
localization with use of image processing. Most important 
research concerned skin region, wrist point and finger points 
localization and detection. 

Each image in database is equipped with curtail 
landmarks description and localization and skin region mask. 
However, this information is not useful in deep learning 
approach. 

 
Fig. 1 Exemplary images from HGR dataset from one 

person. The presented gestures correspond to numbers from 
American Sign Language 

 
Fig. 2 Exemplary images from HGR test dataset. The 

presented gestures corresponds to letters from Polish sign 
language 

 

Most important thing is that images were taken in 
different conditions, that is with and without controlled light 
and background. There are many individuals performing the 
same gesture, that ensures the variety of gestures presenting 
understanding and lowers the biometry factor impact. Each 
image is described according to person ID, presented gesture 
meaning and gesture association (Polish or American Sign 
Language). In this paper the parts of this dataset are used. 
Each test describes the size and type of used dataset. 

The main drawback of this set is that it is relatively small 
to use it in deep learning approach. It is enough to use this 
set for traditional image processing approach. This article 
presents the prove of concept, whether it is necessary to 
extend the database. 
 
TESTS 

 
The size of input images are down sampled to maximum 

of 256 pixels height or width.  
In order to provide more samples to train the neural 

network, each image is ten times randomly reshaped, 
zoomed, rotated by a random factor and/or horizontally 
flipped to simulate a left hand gesture. 

The convolutional neural network uses a sequential 
model. There are 3 layers: convolutional, rectified linear unit 
(ReLU) type activation and maximum puling that are 
repeated 3 times with different parameters. Then, the last 
layers are a combination of flattering, dense and dropout. The 
final classification is performed with use of softmax classifier. 
The neural network is trained with use of binary crossentropy 
loss function. The neural network structure is presented in 
figure 3. The convolutional neural network model structure is 
chosen intuitively. A part of future work focusses on 
determining a proper and optimized model structure. 

In each test, the available images were divided into 3 
sets: training, validation and test. For each gesture, the 
presenting individual is randomly assigned into one of 3 sets, 
however the set size is fixed. For example, in first test, there 
are 18 individuals presenting 6 gestures, that gives different 
108 images. There are 18 images of 18 individuals presenting 
gesture “1”. From this set 13 images are randomly assigned 
to training set, 4 images are used for validation and 1 for 
testing. 
 
6 gestures 
 
The first test was the easiest one, containing 6 gesture types. 
Depending on the count of risen fingers, the presented 
gestures corresponded to gestures meaning 0-6 from 
American Sign Language. Figure 1 presents the 
representation of digits in American Sign Language presented 
by one person. In this test only images 0-6 presented by 18 
individuals. The number of risen fingers directly indicates the 
gesture type, thus this is why this test is called the easiest. 
The task of counting risen fingers has been examined many 
times with use of multiple approaches. [ref] 
Moreover, to make it even easier, the constant background is 
assumed. 
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Fig. 3 Model structure 

 
In this test there are 18 individuals presenting 6 gestures. 

Each image is repeated 10 times with small transformation 
that gives total 1080 samples, 180 for each class. The images 
are divided into training, validation and test sets in proportion 
13:4:1. 

Table 1 Confusion matrix of 6 gestures test 

 0 1 2 3 4 5 
0 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
1 0.0018 0.9891 0.0058 0.0018 0.0014 0.0000 
2 0.0020 0.0632 0.9170 0.0072 0.0106 0.0000 
3 0.0000 0.0000 0.0001 0.9575 0.0000 0.0423 
4 0.0039 0.0178 0.1123 0.0115 0.8393 0.0152 
5 0.0000 0.0000 0.0000 0.0001 0.0004 0.9995 

 
The test outcome is presented in Table 1. Each row 

presents the probability of assigning the image into one of 6 
classes. Class names are given in first row and first column. 
The intensity of background color indicates the certainty 
value. From Table 1 one can read that each gesture is 
properly classified. The best classification, with 100% 
accuracy was for the gesture “0” with no shown fingers. The 
worst classification is for gesture “4” that can be mistaken for 
gesture “2”. The reason for this score is that the individual 
presented this gesture not precisely and the fingers were 
touching. The overall certainty of this test is about 95% that 
is very high. This proves that this method have a potential 
and can used among other methods based on risen finger 
counting. 
 

10 gestures 
 
The next test is more complex. This time, the whole gesture 
set presented in figure 1 is used. Again, there are 18 
individuals and the images set is divided into training, 
validation and test sets in proportion 13:4:1. The total 
number of images is 180. The problem is that gestures 6-9 are 
similar. The task of classification cannot be done by risen 
finger counting, because each tine 3 fingers are risen and the 
difference is whether the thumb is touching index, middle ring 
or pinkie finger. 

 

Table 2 Confusion matrix of 10 gestures test 

 0 1 2 3 4 5 6 7 8 9 
0 1.0 .00 .00 .00 .00 .00 .00 .00 .00 .00 
1 .00 .23 .10 .02 .02 .00 .07 .01 .47 .06 
2 .01 .13 .56 .00 .01 .00 .10 .02 .14 .03 
3 .00 .00 .00 .57 .00 .41 .00 .00 .01 .01 
4 .02 .04 .28 .02 .09 .01 .33 .01 .14 .06 
5 .00 .00 .01 .07 .02 .26 .14 .13 .04 .33 
6 .02 .02 .05 .01 .24 .03 .01 .23 .33 .07 
7 .01 .03 .24 .01 .17 .03 .10 .03 .34 .04 
8 .01 .01 .02 .00 .02 .01 .02 .57 .23 .11 
9 .00 .04 .11 .03 .21 .10 .24 .02 .05 .18 

 
The test outcome is presented in Table 2. Each row presents 
the probability of assigning the image into one of 10 classes. 
Class names are given in first row and first column. The 
intensity of background color indicates the certainty value. 
From Table 1 one can observe that the most certain gesture is 
the one without risen fingers, that is “0”. The classification of 
this gesture is with 100% certainty and other gestures is 
believed to be “0” with not more than 2%. The problem is 
with other gestures. Only “2” and “3” are marginally 
classified correctly. Gestures 6-9 are not only similar to each 
other, but also to gestures 1-5 making the whole 
classification wrong. It is most likely possible that the initial 
image size after down sampling is too small. It is very hard to 
determine the position of fingers. This test is not a success, 
however is shows the most important problems of similar 
gesture classification.  
 
27 gestures 

 
Finally, the full test is performed on full HGR dataset 

that is a set of all stationary gestures from Polish Sign 
Language. 12 individuals are presenting 27 different gestures. 
Sometimes one individual is presenting the gesture several 
times, making the total of 33 images per one gesture. The 
images are divided into training, validation and test classes in 
proportion 27:5:1.  

Fig. 2 presents the part of the test set. It can be observed 
that there are random individuals in each class. The 
background is rather uniform, but not strictly controlled. 
Looking at Fig. 2 one can notice some similarities of some 
gestures and uniqueness of others. This observation can be 
confirmed in test results presented in Table 3. Gestures “a”, 
“u” and “y” are unique. Previous tests showed that fist 
gesture (“0” or “a”) is the most unique. Here, also “u” and 
“y” are unique, because one is the only gesture upside down 
and the second require wide spacing between index and 
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pinkie fingers. “I” was classified marginally correct and 
according to confusion matrix, it can be mistaken with “a” or  
“y”. Those gestures are similar and differ in rise of index or 
pikey finger. Other similar gesture pairs are “p” – “e” and 
“m” – “n”. Those gestures differ only in small detail and those 
properties can be observed in confusion matrix. 

The overall number of positively classified gestures is 10 
out of 27 (37%). If we allow the answer to be an alternative 
of two best choices (for example treat the answer “gesture ‘e’ 
is ‘p’ or ‘e’ “ as correct) then the overall score would be 16 
out of 27 (60%). This is still a small number, however it is big 
enough to prove the concept of this approach. 

It is also worth noticing, that gestures “p” and “e” differ 
in background and elbow location, and their similarities lie 
only in finger arrangement. The idea of convolutional neural 
networks guarantee that the irrelevant features are 
disregarded. In this case, when different individuals are 
randomly assigned to different classes for different gestures, 
the individual features, such as hand orientation, background 
color or shirt color are not considered.  
 
CONCLUSIONS 
 
The following research is the result of preliminary studies. 
This is the proof of concept of gesture classification with use 
of deep learning and convolutional neural networks. The 
main problem in this approach is the small data set for 
training of convolutional neural networks.  

Three tests are presented. An easy test with 6 easy to 
distinguish gestures gives all correct classification with high 
certainty. Other tests proved that adding similar gestures are 
hard to distinguish but also it worsen the already formed rules 

for previously distinguishable gestures. The overall score 
proves the concept of gesture classification with use of 
convolutional neural networks. Moreover, the last test 
showed that the approach is not highly sensitive on image 
background. The provided scores are low, however 
expanding the gesture image data set and expanding the 
training set can help train the neural net, which will improve 
the classification score. 
 
FUTURE WORK 
 
There are two types of studies that will be held in future. 
First, there is a need of better understanding of neural 
network structure. The parameters should be understood 
more precisely and the neural network structure should be 
chosen in such way that is maximizes the classification score. 
Different model structures will be proposed and different 
parameters will be examined. Also the size of input image 
after downscaling is important. It was observed that test with 
10 gestures could give bad results because of too huge 
downscaling, making gestures images hard to distinguish for 
human.  

On the other hand, deep learning approaches require a 
huge training set. Usual training sets are counted in 
thousands. Here the training set is 13-27, which after artificial 
enhancement gives 130-270. Definitely, the HGR dataset 
should be expanded and the influence of extended training set 
can be examined. 

 

Table 3 Confusion matrix of 27 gestures test. Numbers in table are in percent  of classification certainty. 

1 2 3 4 5 a b c d e f g h i k l m n o p r s t u w y z 
1 28 09 04 00 00 00 00 01 01 00 00 00 00 00 03 32 04 02 01 00 10 01 01 00 00 00 03 
2 01 01 01 04 01 02 00 03 03 07 00 00 00 01 00 03 34 27 00 08 01 00 00 00 00 01 00 
3 28 30 30 01 04 00 00 00 00 00 00 00 00 00 00 04 02 01 00 00 00 00 00 00 00 00 00 
4 01 03 03 48 05 00 00 02 01 03 00 00 00 00 00 01 18 09 01 03 00 00 00 00 00 00 00 
5 02 01 01 08 03 04 03 08 07 05 06 08 03 03 01 02 02 02 08 05 01 06 05 00 01 02 02 
a 00 00 00 00 00 98 00 00 00 01 00 00 00 01 00 00 00 00 00 00 00 00 00 00 00 00 00 
b 00 00 00 00 00 00 24 00 00 00 00 00 01 05 37 03 00 00 00 00 24 00 00 00 01 00 04 
c 00 00 00 01 00 15 00 09 04 29 03 02 01 03 00 00 02 04 01 20 01 00 01 01 00 02 00 
d 00 00 00 00 00 00 00 45 07 13 13 06 00 00 00 00 00 00 04 08 00 00 03 00 00 00 00 
e 00 00 00 00 00 02 00 12 08 36 01 07 00 00 00 00 00 00 00 33 00 00 00 00 00 00 00 
f 00 00 00 00 00 00 00 02 01 00 18 07 00 00 00 00 00 00 27 00 00 20 25 00 00 00 00 
g 00 00 00 00 00 00 00 07 02 00 10 44 01 01 00 00 00 00 05 00 00 06 22 00 00 00 01 
h 00 00 00 00 00 00 01 11 03 01 04 06 16 07 01 01 00 00 01 00 01 02 21 00 03 17 04 
i 00 00 00 00 00 27 03 02 02 04 02 05 04 28 01 00 00 00 00 01 01 00 01 00 01 17 01 
k 00 00 00 00 00 02 02 18 09 04 17 17 05 04 01 00 00 00 01 04 01 01 09 00 00 02 02 
l 00 00 00 00 00 01 04 01 01 00 01 00 01 06 15 21 00 00 05 00 10 07 05 02 02 00 17 

m 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 84 16 00 00 00 00 00 00 00 00 00 
n 00 00 00 01 00 00 00 00 00 00 00 00 00 00 00 00 84 15 00 00 00 00 00 00 00 00 00 
o 00 00 00 00 00 00 03 05 03 01 15 06 04 02 03 01 00 00 12 01 02 13 22 00 02 00 05 
p 00 00 00 00 00 06 00 04 02 74 00 00 00 01 00 00 00 00 00 12 00 00 00 00 00 01 00 
r 00 00 00 00 00 00 01 00 00 00 00 00 06 01 24 15 00 00 00 00 13 03 07 00 03 00 26 
s 00 00 00 00 00 00 01 01 01 00 04 04 10 03 03 00 00 00 01 00 01 04 41 00 13 02 11 
t 00 00 00 00 00 00 02 01 01 00 07 03 11 06 03 00 00 00 00 00 03 01 30 00 07 02 22 
u 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 99 00 00 00 
w 00 00 00 00 00 00 10 00 00 00 00 00 12 05 28 01 00 00 00 00 08 00 02 00 20 04 08 
y 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 99 00 
z 00 00 00 00 00 04 03 19 11 05 09 02 02 05 01 01 00 00 08 04 03 02 11 04 00 01 03 
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ABSTRACT

Asynchronous updating is used in Agent Based Models
and Agent Based Social Systems in preference to syn-
chronous updating. It has been long known that the
same simulation can have different outcomes when dif-
ferent updating strategies are used. This means that
results may be “artefacts” of the specific updating strat-
egy employed. It is shown here that asynchronous up-
dating breaks the assumption of bounded rationality
and leads to inconsistent transmission of information
across simulation spaces. An analysis demonstrates that
simulations with high population densities (such as Cel-
lular Automata) accentuates this effect. These results
help explain previous findings comparing different up-
dating strategies. It also calls into question the pref-
erence for using asynchronous updating instead of syn-
chronous updating.

INTRODUCTION

A simulation is the imitation of a system over time.
Development of a simulation is dependent on having a
model of the system being simulated where this model
represents the key characteristics or behaviours of the
system. An Agent Based Model (ABM) is one where
individuals within the system and their interactions are
explicitly represented. Within ABM updating is ei-
ther Synchronous (SU) or Asynchronous (AU). (Huber-
man and Glance 1993) distinguishes between these ap-
proaches.
The SU approach is defined as having a global clock that
synchronises the updating of all agent states so that all
updates occur in unison. AU, on the other hand, has no
global clock and updates of agent state occur in some
defined sequential order. It has been demonstrated that
SU and AU implementations of the same ABMs can
result in widely differing behaviours. It is generally as-
sumed that real world systems are asynchronous and
AU correlates more closely with the reality they are at-
tempting to simulate1.

1We define accuracy in terms of how closely a simulation repli-
cates the real-world system being modelled. For a simulation to

Although we are concerned here with ABM the issues
concerning SU and AU implementations are also appli-
cable to Discrete Event Simulations (DES). (Brailsford
2014) states that DES is a subset of ABM while (Onggo
2010) claims that any ABM can be translated into an
equivalent DES. In any case the two approaches have
much in common (Siebers et al. 2010) and the issue of
SU or AU implementation of events is relevant to both
approaches. This paper shows that although AU and
SU approaches can give different results, it has not been
conclusively demonstrated that the asynchronous ap-
proaches are the more accurate. Flaws in the approach
to implementing asynchrony advocated in (Huberman
and Glance 1993) are outlined.
In the next section the differences between the syn-
chronous and asynchronous approaches are outlined.
Following this the problems associated with AU are ex-
amined. Finally the conclusion lists a summary of the
arguments in favour of a synchronous approach.

SYNCHRONOUS AND ASYNCHRONOUS
UPDATING

In the paper Evolving games and computer simulations
(1993) a case was made for an asynchronous approach
to real world simulations. Synchronous simulations are
defined as those in which all the agents in that simu-
lation are updated simultaneously and instantaneously
at each time step. Each step is a discrete quantum of
time and the simulation progresses as a sequence of dis-
crete states, one per time step. The state at step n is
dependent solely on the state at step n − 1. The best
known simulation of this type is Conway’s Game of Life
(Gardner 1970).
It is argued (Huberman and Glance 1993, Caron-
Lormier et al. 2008, Cornforth et al. 2005) that natu-
ral social systems belong to the class of asynchronous
systems where there is no “global clock” that causes all
agents to update their state in unison. These papers
cite, in support of this, the fact that agents in a social
setting act at different and uncorrelated times on the
basis of information that may be imperfect and delayed.
Using SU, Nowak developed a simulation of Spatial It-
erated Prisoners’ Dilemma (Nowak and May 1992) and
showed that the simulation generates chaotically chang-

be accurate anything that is not allowed within the system we are
modelling must also be excluded from the simulation.
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ing spatial patterns, in which cooperators and defectors
both persist indefinitely. (Huberman and Glance 1993)
then used the AU approach on the same simulation to
instead show that the simulation always evolves, within
100 generations into a steady state where all agents be-
come defectors. Thus we have two clearly contradictory
results deriving from the application of the same rule
and differing only in updating technique.
The conclusion drawn by (Huberman and Glance 1993)
is that to mimic continuous real world systems we need
a procedure that ensures the updating of interacting
agents is continuous and asynchronous. AU is imple-
mented by:

choosing an interval of time small enough so
that at each step at most one individual agent
is chosen at random to interact with its neigh-
bours. During this update, the state of the rest
of the system is held constant. The procedure
is then repeated throughout the array for one
player at a time, in contrast to a synchronous
simulation in which all the agents are updated
at once. (Huberman and Glance 1993)

This finding has been backed up since then by numerous
studies comparing synchronous and asynchronous Cel-
lular Automata (Caron-Lormier et al. 2008, Schönfisch
and de Roos 1999, Cornforth et al. 2005, Ruxton and
Saravia 1998). It has become standard practice to use
AU for Agent Based Models (ABM) and in particular
Agent Based Social Simulations (ABSS). AU has been
adopted by the major agent toolkits such as NetLogo,
Repast, Mason and Swarm(North et al. 2013, Luke et al.
2005, Berryman 2008). Standard ABSSs, such as the
canonical Sugarscape (Epstein and Axtell 1996), assume
an AU implementation. The ability to execute a se-
quence of agent actions in a random order, an essential
part of asynchronous simulations, forms part of Stupid-
Model (Railsback et al. 2005), a suite ofmodels designed
to test the suitability of any toolkit for ABM develop-
ment.
For AU to work each action has to be instantaneous in
time (Fatès 2013), that is each action has no duration,
otherwise it makes no sense to say that the time interval
is fixed in size yet any number of sequential actions can
take place within this same time interval.
Some researchers assume that real world systems are
asynchronous in nature (Caron-Lormier et al. 2008,
Cornforth et al. 2005). Rather interestingly, there does
appear to be consensus that the order of the updates is
important yet debate remains as to which is best (Rux-
ton and Saravia 1998).
The preference for AU has been accentuated by a lack
of synchronous algorithms that can handle the complex
interactions that occur in ABM. This contrasts with Cel-
lular Automata (CA) based simulation where, because
the interactions are simpler SU algorithms exist. For ex-
ample, CA-based Simulations of traffic flow, a real world

system, employ SU (Burstedde et al. 2001) as standard.
It is not uncommon to see CA based simulations employ
both updating methods and comparisons made from the
results as in (Bezbradica et al. 2014, Bach* et al. 2003).
Even in CA, Grilo and Correia (2011) states that the
effects of the two different strategies are not well under-
stood.
It is our contention that the case for choosing AU over
SU in ABM has not been convincingly made and given
that it is accepted that the outcomes of a simulation
can depend on the approach taken we need to reexam-
ine the preference for the AU and exclusion of SU. In
this paper it is demonstrated that AU violates Bounded
Rationality, an important property of Agent Based So-
cial Simulations.

FLAWS IN ASYNCHRONOUS UPDATING

Bounded rationality is the idea that in decision-making
rationality of individuals is limited by the information
they have available to them, the cognitive limitations
of their minds, and the finite amount of time they have
to make a decision. Many consider this an essential
property within ABSS Epstein (1999). Within ABM
this principle is generally taken to mean that agents do
not have access to global information. This principle
of bounded rationality is enforced in ABM by ensuring
that an agent can only be aware of the state of other
agents within its neighbourhood (locality). This places
limits on the information agents have available at any
one time. They can see their locality as it is now and
gain information about the world outside their local-
ity only through time delayed information transfer (e.g.
gossip).
Locality is, of course, defined in a simulation specific
way. In some cases locality resembles physical proxim-
ity in the real world but in others (for example, sim-
ulating Facebook or Twitter connections to study how
memes traverse social networks) it does not. Here local-
ity is defined information theoretically. Anyone who I
receive information from in real time (instantaneously)
is in my “locality” or “neighbourhood”. If I am under-
taking a video conference call with colleagues then the
people physically present in the room with me as well as
the people on screen (even though they are physically
removed from me) are in my locality but everyone else
outside of the room is not.
A local neighbourhood may change from step to step
but within each time step it is fixed. The results of
actions taken during the current step can change the
neighbourhood of an agent for the following step. This
principle guarantees that an agent cannot be omniscient,
that is, an agent cannot be aware of the global state as
it is now or have complete knowledge of the universe.
If an agent is not in my immediate neighbourhood then
I cannot know what it is doing now. I may find out
at a later time what it was doing through time delayed

55



information diffusion (e.g. gossip) but that is time de-
layed information. SU guarantees bounded rationality
by imposing a consistent speed for the transmission of
information across a simulation space. If this property is
important in a particular ABM then more consideration
should be given to using SU.
Take as a gedankenexperiment or thought experiment
the case of a simulation where agents perform some ac-
tion as soon as they become aware that some particular
agent A is dead. An agent B can become aware of this
fact under two conditions:

1. If B is a neighbour of A and witnesses A’s death;

2. If B is not a neighbour of A but one of B’s neigh-
bours is aware of A’s death and informs B.

Now once A dies the amount of time steps it takes for
any other agent to find out should vary in direct propor-
tion to the distance that agent is from A. Agents in the
immediate locality of A should be first to know (as they
witness A’s death) and this information should then per-
colate through the system from local neighbourhood to
local neighbourhood over one or more subsequent steps.
Under SU this is exactly what happens. Now consider
what happens under AU if we are an immediate neigh-
bour of A. If A dies in step i when do we find out? It
depends on the order in which the actions occur dur-
ing the step. If A’s behaviour is scheduled under AU to
occur before ours in this step then we will be aware of
A’s death within this step (instantaneously). However,
if A’s behaviour is scheduled after ours then we will not
find out until the following step. On average half of A’s
neighbours will be aware of its demise immediately and
half will not!
This random sequencing of actions means that agents
not within A’s neighbourhood can also be aware of A’s
change of state instantly (within the same time step).
We can construct a specific sequence of an update or-
dering [a1, a2, ..., an] where each agent in the sequence
ai runs before ai+1 within this step and every ai is a
neighbour of ai+1. If a1 dies then every agent in the
chain will pass this information on to their neighbour
within the same step. This gives an instant access to
information from outside of its neighbourhood.
There are two related issues here:

1. Agents who are not within the locality of A can be
immediately aware of the change of state of A thus
violating bounded rationality;

2. Agents further away from A can be aware of A’s
change of state before agents closer to A are (in-
consistent speed of information transfer through the
system).

It is clear that instantaneous information transfer ac-
cross local boundaries (we term such events leakages)
can be caused by AU but to determine how much this

can affect simulations we need to know how often such
leakages occur.

PROBABILITY OF INFORMATION LEAK-
AGE ACROSS LOCAL BOUNDARIES

For a leakage to occur a chain of three (or possiblymore)
agents must be updated in an order that allows infor-
mation to move across neighbourhood boundaries in a
single timestep. The amount of leakage will be directly
proportional to the number of such chains occuring dur-
ing each timestep.
To help calculate the liklihood of leakages occuring we
make some basic assumptions:

• The lattice in which the ABM runs is a torus struc-
ture. That is, it wraps around the edges. This is
not uncommon in general. This asumption makes
the following calculations simpler but the use of a
non torus structure does not have a major effect on
the outcome of the calculations;

• The locality of an agent is determined by a range R.
That is, all locations within R steps of the current
location are within its locality. We also assume that
R < N/2 where N is the dimension of the simula-
tion lattice. This is true in all but the most trivial
ABM;

• Agents use a von Neumann neighbourhood when
calculating locality. In a one dimensional lattice
the neighbourhood extends to the left and the right.
In a two dimensional lattice the neighbourhood ex-
tends in four directions (left, right, up and down);

• Agents are distributed evenly throughout the lat-
tice;

We will return to reexamine the implications of the last
two assumptions after we make our calculations.

One Dimensional Lattices
To begin with we will limit ourselves to one dimensional
lattices. Each location has neighbours only to its left
and right. Leakage in this case can only occur between a
minimuim of three locations where these locations have
the following properties:

• The first location, A, is a neighbour of the second
location B;

• The second location B is a neighbour of the third
location C;

• The third location C is not a neighbour of A.

We will label any three locations that satisfies these
properties a Leakable Triple. Such a chain of locations
will be updated under AU in one of the following orders:
A B C; A C B; B A C; B C A; C A B; C B A.
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Two of these six possibilities result in leakage (sequences
1 and 6) while the other four of the six possibilites (se-
quences from 2 to 5) do not. In a one dimensional lat-
tice of N locations we can determine the number of such
chains as follows:
We first need to enumerate the total number of possible
leakable triples in the lattice. Then we need to calcu-
late how many of these possible leakable triples have all
three locations occupied by agents. Finally, we need to
calculate how likely each occupied leakable triple is to
be updated in an order that causes leakage. This, as we
have seen above, is 2

6 or 33%.
Every leakable triple has a rightmost location defined by
the lattice dimensionality. Therefore if we can calculate
the number of leakable triples that have a location Li as
a rightmost location then we can use this to calculate
the total number of leakable triples on the lattice (by
multiplying the number of leakable triples with a fixed
rightmost location by the total number of locations in
the lattice).
For any starting location A there will be R locations
within its locality (or neighbourhood) to the left.

• The first such location (call it B) is one step away
and will only have one other location (call it C)
within its range but outside of A’s neighbourood;

• The second location to the left of A is two steps
away and this location will have two other locations
within its range and outside of A’s neighbourhood;

• The third location to the left of A is three steps
away and this location will have three other loca-
tions within its range and outside of A’s neighbour-
hood;

• The ith location (i < R) is i steps away and this
location will have i other locations within its range
and outside of A’s neighbourhood;

• The Rth location is R steps away and this location
has R other locations within its range and outside
of A’s neighbourhood.

In total we can see that this gives a total of 1 + 2 +
...+ i+ ...+R (or Σi=R

i=1 i ) chains for this one rightmost
location. In general terms we can see that this gives a

total of R(R+1)
2 leakable triples with the same rightmost

location. Since there are N locations in the lattice the
total number of chains must be N times this number:

N × R(R+ 1)

2
(1)

Each chain is relevent only if all three locations contain
agents. If there are A agents on a lattice of size N then
the probability of a location being occupied is A

N . We let
P represent this probability of a location containing an
agent, P = A

N . For CA, it is always the case that P = 1
as each location is also an agent (A = N) but for an

ABM this figure will be lower as the number of agents
will be less than the number of locations. The probabil-
ity of all three locations within a chain containing agents
is P 3. Therefore the number of occupied chains is this
times the total number of possible leakable triples:

P 3 ×N × R(R+ 1)

2
(2)

We know that the possibility of AU updating such a
chain in a way that preserves locality is 2

3 so the prob-
ability of locality being preserved throughout the entire
lattice is:

(
2

3
)P

3×N×R(R+1)
2 (3)

It immediately follows that the possibility of leakage is
then given by equation 4:

1− (
2

3
)P

3×N×R(R+1)
2 (4)

As R and P increase in value to the probability of leak-
age reaches 1 during each step.

Two Dimensional Lattices
Extending this to a two dimensional N × N lattice we
can see that this lattice consists of N horizontal one
dimensional lattices of size N as well as N vertical one
dimensional lattices of size N . Combining these we get
a total number of possible chains equal to:

2×N ×N × R(R+ 1)

2
(5)

Therefore the probability of no leakage occuring in an
N ×N lattice is:

(
2

3
)P

3×N2×R(R+1) (6)

From this we can again deduce that the probability of
leakage during each step is (equation 7):

1− (
2

3
)P

3×N2×R(R+1) (7)

In any CA it is always the case that P = 1 and gener-
ally the case that R = 1 making the probability of no
leakage ( 23 )

2N2

. For any reasonable value of N therefore
the probability of leakage occuring approaches 1. In an
ABM on the other hand P < 1. Remembering that
P = A

N we can see that in general by inserting A
N for P

and simplifying we get:

(
2

3
)

A3R(R+1)
N (8)

Based on this we can see that leakage is much more
likely to occur in a CA than an ABM. Of course this
is based on the assumptions listed at the start of this
section. These assumptions are reasonable but there are
some final points that we should note:
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• The assumption that agents are distributed evenly
throughout the lattice is open to question. In an
ABM this is not necessarily the case. Often the
simulation will have clustering of agents into groups
resulting in a higher likelyhood of leakage within
these groups and less leakage between groups;

• ABMs require inter agent communication for over-
all behaviours to emerge. The liklihood that we
will design an ABM that has little communications
between agents is low. Most simulations will have
a large amount of interagent communication thus
leading to increased probability of leakage;

• If a Moore neighbourhood is used instead of a von
Neumann neighbourhood then the probability of
leakage will increase.

This analysis leads to the conclusion that leakage is
a bigger issue in CA than ABM. It also explains the
finding in Caron-Lormier et al. (2008) that high pop-
ulation densities enhance the differences in outcomes
between asynchronous and synchronous versions of the
same ABM.

Any simulation where bounded rationality and/or con-
sistency in the speed at which information spreads
through the simulation space are necessary properties
should therefore consider using SU to ensure that any
results are not due to artefacts of the AU strategy. Of
note here are two findings from other researchers.

May (1973) found that delay is a potential contributor
to periodicity in systems. AU can interfere with, or even
remove, the delay that we would expect in any system
with bounded rationality (remember bounded rational-
ity is enforced by the fact that agents can only view their
immediate neighbours). Any natural systems where this
delay is present would need to be cautious about em-
ploying AU or employ SU alongside AU for comparison.
Our analysis explains why SU is the preferred updating
strategy in traffic flow and pedestrian dynamics simu-
lations as it picks up the important periodic changes in
overall state (e.g. traffic jams caused by cars slowing as
they pass an accident) by properly modelling the flow
of information through the system.

High population densities enhance the differences in out-
comes between asynchronous and synchronous versions
of the same ABM Caron-Lormier et al. (2008). The fact
that in high density populations violations of bounded
rationality are more likely to occur gives rise to larger
differences in outcomes. This helps explain the stark
differences produced by the two versions of the Spa-
tial Iterated Prisoner’s Dilemma as the simulation had
a maximal population density of one agent per location.

The synchronous approach, in contrast, guarantees
bounded rationality and imposes a consistent speed
on the transmission of information across a simulation
space.

CONCLUSIONS

It is commonly assumed that ABM, and particularly
ABSS, are more accurate when modelled using AU
rather than SU. While asynchronous and synchronous
simulations can have different outcomes there is no ev-
idence that the AU based outcomes are more accurate
than SU ones. AU posits that by sequentially updat-
ing the state of each individual agent while holding all
other agents’ state constant we obtain the behaviour of
an asynchronous system. For this argument to hold each
action would have to be instantaneous in time, some-
thing that is seldom true in the real world systems.
It has been shown here that the use of asynchronous sim-
ulation breaks the bounded rationality principle. It al-
lows agents to be immediately aware of events not within
their neighbourhood and to be aware of these events
even before other agents who are within the neighbour-
hood of the events are aware of them. In fact, delayed
information is only properly (and consistently) handled
by SU.
Our analysis suggests that: Asynchronous updating of
a system, by interfering with the speed of transmission
of information across the simulation space, will produce
less periodicity in the system than synchronous updat-
ing.
High density populations within systems are more likely
to enhance the differences in outcomes between syn-
chronous and asynchronous implementations of the sys-
tem. Both of these are borne out in the literature
(Caron-Lormier et al. 2008, May 1973).

FURTHER WORK

Recently SU algorithms that can handle the full range of
behaviours in ABMs have been developed (Kehoe 2017).
This allows SU to be used for complex ABM/ABSS and
side by side comparisons to be made between the two
approaches to updating (Kehoe 2016). More work needs
to be done to see how the choice of updating method
effects simulation outcomes and how large (or otherwise)
these differences are.
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Hydraulic rotary transmission, automatic regulation of 
hydraulic motor, multi-pole mathematical model. 
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Model-based simulation of a hydraulic open-loop rotary 
transmission with automatic regulation of hydraulic motor is 
considered in the paper. The approach is based on multi-pole 
modelling and intelligent simulation. In Part 1 of the paper 
the functional scheme of the transmission is described and 
corresponding multi-pole model is introduced. Mathematical 
multi-pole models of functional elements for stationary 
conditions and for dynamic transient responses are 
presented. In Part 2 of the paper simulation of steady–state 
conditions and dynamic responses of the hydraulic 
transmission is considered. A high-level graphical 
environment CoCoVila (compiler compiler for visual 
languages) is used as a tool for describing models and 
performing simulations. Object-oriented multi-pole models, 
visual programming environment, automatic program 
synthesis and distributed computing are as original approach 
in simulation of fluid power systems. 
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Hydraulic rotary transmissions offer fast response, precise 
speed control from zero to maximum under varying loads,
fast and stepless adjustment of speed, torque and power plus 
smooth and controllable acceleration, ability to be stalled 
without damage and easy controllability. Open-loop circuits 
are generally used for hydraulic transmissions in stationary 
applications. 
Hydraulic open-loop rotary transmission under conside-
ration consists of a variable displacement pump driven by a 
diesel engine and a variable displacement hydraulic motor 
(Murrenhoff  2005, Parambath  2016). The hydraulic motor 
is automatically regulated depending on load moment of the 
transmission. 
Designing of such hydraulic systems in experimental way is 
time consuming and expensive. Using computer simulation 
enables to consider different configurations of systems and 
choose optimal parameters.  
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The functional scheme of an open-loop hydraulic rotary 
trans- mission with automatically regulated hydraulic motor 
is shown in Fig.1. 

Figure 1:  The functional scheme of an open-loop hydraulic 
rotary transmission 

In Fig. 1 components of transmission are denoted: �� –
diesel engine, 
� – variable displacement hydraulic pump,
�� – variable displacement hydraulic motor, ��1� �� –
hydraulic hoses, �� – control valve, ��
1 ��� – control 
valve inlet and outlet throttle edges, �
2
�� – hydraulic 
motor swash plate with regulating piston, �&& – speed 
reducer, �3& – rotation actuator. 
In order to maximize power usage it is reasonable to keep the 
transmission in operation at constant power. To achieve this, 
changing the load moment of the transmission requires the 
hydraulic motor MH to change rotation speed. Rotation 
speed of hydraulic motor is regulated by the swash plate. The 
swash plate position angle is automatically regulated by the 
hydraulic servo-system, containing an asymmetric piston in a 
cylinder SP_PIS and a servo-valve CV with throttle edges 
RVP and RVT. Feedback to the servo-valve CV is applied 
by different pressures at the hydraulic motor characterizing 
the load moment of the transmission. 
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Multi-pole mathematical models (Grossschmidt and Harf 
2009 Part 1, Grossschmidt and Harf 2010,  Grossschmidt and 
Harf 2012) are used that adequately describe the physical 
processes in hydraulic and mechanical systems. Both direct 
actions and feedbacks are expressed in component models. 
Using multi-pole models allows to describe the required 
complexity for each component. A component model can 
enclose nonlinear equations, inner iterations, logic functions 
and calculation programs as relations. 
The causalities of multi-pole models will be selected 
depending on: 
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� process of simulation (static, steady-state, transient 
response) 

� the physical causality of given input and output variables 
� table of multi-pole models of components and sub-

systems being used 
� the obligatory causalities of separate dependencies and 

devices 

� possible variants of connecting the multi-pole models     
� wish to avoid the “mathematical stiff” dependencies
� multi-pole models of typical subsystems and systems.  
Model of steady-state conditions of the hydraulic rotary 
transmission is shown in Fig. 2. 

Figure 2:  Model of steady-state conditions of an open-loop hydraulic rotary transmission

In Fig. 2 components of transmission are denoted thus: ��
– diesel engine, 
�42� – variable displacement hydraulic 
pump, ��4 – variable displacement hydraulic motor, 
� 5,�2�� – hydraulic hoses, �� – control valve, ��
1
��� – control valve inlet and outlet throttle edges, �
2
��
– hydraulic motor swash plate with regulating piston, �&&�
– speed reducer, �3&� – rotation actuator, �� – efficiency 
coefficient calculator, ��� – hydraulic interface elements,
�,5��– hydraulic resistor. 
The dynamics model of the rotary transmission contains 
additional components hydraulic resistors and a clutch (see 
the dynamic simulation task description in Part 2). 

6*��������������������-
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Inputs: n – rotation speed, rpm, M – load moment, Nm.
Outputs: ω – rotation speed, rad/s, Pmd – power used by 
diesel engine, W.

Model of Steady-state Conditions 
Rotation speed ω of diesel engine, rad/s

                         ω = ω0 – k * M / Mmax,                      (1) 
where  
rotation speed at load moment M = 0  
                            ω0 = 2 * π * n0 / 60, (2) 
k – coefficient of the static characteristic, rad/s 
n0 – rotation speed at load moment M = 0, rpm 
Mmax – maximum moment of diesel engine, Nm. 
The maximum moment Mmax of the diesel engine depends 
on its rotation speed (Mollenhauer and Tschöke 2010). Used 
dependence is shown in Fig. 3. 
Moment, developed by diesel engine, Nm 
                             Md = M / ηdm + M0,                (3) 
where 
ηdm – diesel engine efficiency coefficient 
M0 – resisting moment at idle run, Nm. 

Figure 3: Maximum moment Mmax of diesel engine 

Power Pmd available from diesel engine, W 
Pmd = Md * ω.            (4)

Model of Dynamics 
Difference of moment, developed by diesel engine, Nm  
           dMd = (Δ/T) * ((Mmax/k) * ( ω0 – ω ) – Md),        (5) 
where    
Δ – simulation time step, s 
T – time constant, s.  
Difference of diesel engine rotation speed, rad/s 

               dom = (Δ /J)*(Md – M),                         (6)              
where 
J – inertia moment of diesel engine, kgm2/rad.

Values of Parameters
The values of the parameters of the functional elements 
(components) used in the simulations must be specified.
Some parameters, are specified by the requirements of the   
transmission under consideration and are taken from the 
catalogues of producing companies. Usually catalogue data 
do not contain all the information required for simulation. 
Some components can be original for the transmission, but 
values of their parameters cannot be found from literature.
Missing values of parameters must be initially chosen 
approximately and are to be adjusted during the simulations. 
Further in this chapter final values of parameters of all the 
components used in the simulations e.g. adjusted during the 
simulations are presented. 
Values of parameters of the diesel engine are as follows. 
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k = 5, n1 = 1000 rpm, n2 = 1400 rpm, n3 = 1600 rpm, n4 = 
2000 rpm, Mmax1 = 130 Nm, Mmax2 = 260 Nm, Mmax3 = 
240 Nm, ηdm = 0.95, M0 = 0.1 Nm, T = 0.01 s, J = 0.15 
kgm2 /rad. 
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Inputs: α – position angle of the pump swash plate, deg,  
ω1 – rotation speed, rad /s, p1 – pressure in pump outlet, Pa, 
p2 – pressure in pump inlet, Pa.
Outputs: Q1 – outlet volumetric flow, m3/s, Q2 – inlet 
volumetric flow, m3/s, M1 – reaction moment of pump, Nm, 
Ppv – power for driving the pump, W. 

Model of Steady-state Conditions 
Working volume V1r of pump, m3/rad 

          V1r = V1max * (tan( α * π / 180) /           (7)   
                      tan(αmax * π / 180)) / (2 * π),         

where 
V1max  – maximum pump working volume, m3/rev 
αmax – maximum position angle of the pump swash plate, 
deg. 
Volumetric efficiency coefficient of the pump

ηvol = 1 – kvol * (p1 – p2),                   (8) 
where              
kvol1 – coefficient of dependence of ηvol1 on pressure drop 
(p1 – p2), 1 / Pa 
p1�–�pressure in pump outlet, Pa 
p2�–�pressure in pump inlet, Pa. 
Volumetric flow Q1 in pump outlet, m3/s
                                     Q1 = ω1 * V1r * ηvol,                    (9)
where  
ω1 – rotation speed of pump, rad / s. 
Hydro-mechanical efficiency coefficient 
                              ηhm = 1 – khm * (p1 – p2),                 (10) 
where 
khm – coefficient of dependence of ηhm on pressure drop 
(p1 – p2), 1/Pa. 
Output moment 
                          M1 = V1r * (p1 – p2) / ηhm + (11) 

              kf  * (p1 – p2) + M0,                       
where 
kf – coefficient of dependence of friction moment on 
pressure drop (p1 – p2), m3

M0 – resisting moment at idle run, Nm. 
The model is used for both steady-state conditions and dyna-
mics considering that the moment of inertia of the pump 
rotor is added to the clutch.
Values of Parameters  
V1max = 40e–6 m3/rev (6.366 m3/rad), αmax = 35 deg 
(0.611 rad), kvol = 2e–9 1/Pa, khm = 4e–9 1/Pa, kf = 1e–8 
m3, M0 = 0.1 Nm.�
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Inputs: α – position angle of the motor swash plate, deg,   
M – load moment, Nm, p2 – outlet pressure, Pa.
Outputs: p1 – inlet pressure, Pa, Q2 – volumetric flow, m3/s, 
Fsp – reaction force of swash plate, N, ω – rotation speed, 
rad/s.  

Working volume Vr of hydraulic motor, m3/rad 
                     Vr = Vmax *(tan (α * π / 180) /                   (12)               

tan(αmax * π /180)) / (2 * π),                 
where 
Vmax – maximum hydraulic motor working volume, m3/rev 
αmax – maximum position angle of the hydraulic motor 
swash plate, deg. 
Output pressure, Pa 
              p1 = (M / (Vr * ηhm) + M0 /Vr +p2),                 (13) 
where 
ηhm – hydro-mechanical efficiency coefficient   
                       ηhm = 1 – khm * (p1 – p2)                       (14) 
khm – coefficient of dependence of ηhm on  pressure drop 
(p1 – p2), 1/Pa 
M0 – resisting moment at idle run, Nm. 
Volumetric efficiency coefficient 
                         ηvol = 1 – kvol * (p1 – p2),                      (15) 
where 
kvol – coefficient of dependence of ηvol on pressure drop 
(p1 – p2), 1 / Pa. 
Output volumetric flow, m3/s

Q2 = Q1 * ηvol,   (16) 
where  
Q1 – input volumetric flow, m3/s. 
Output rotation speed ω, rad/s
                                        ω = Q2 / Vr.                               (17) 
Reaction force of swash plate, N 
                       Fsp = ksp * (p1 – p2) * A * n / 2,               (18) 
where 
ksp – coefficient of proportionality on pressure drop
(p1–p2), m2

A – piston area, m2 (A = π * d2 / 4) 
d – diameter of piston, m 
n – number of pistons. 
The model is used for both steady–state conditions and dyna-
mics considering that the moment of inertia of pump rotor is 
added to speed reducer.

Values of Parameters 
Vmax = 55e–6 m3/rev (8.7535e–6 m3/rad), αmax = 35 deg 
(0.611 rad), kvol = 3e–9 1/Pa, khm = 2e–9 1/Pa, M0 = 0.1 
Nm, ksp = 0.005, d = 0.01 m, n = 7.�
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A section view of the control valve CV with throttle edges 
RVP and RVT is shown in Fig.4.  

Figure 4:  Section view of the control valve CV with throttle 
edges RVP and RVT 
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Pressures p1 and p2 at the ends of CV are inlet and outlet 
pressures of hydraulic motor MH3. Two meter-in throttle 
edges RVP are of length l1+l0p+x, two meter-out throttle 
edges RVT are of length l2+l0t–x.

4.4.1 Control Valve CV 
Inputs: p1 – pressure in hydraulic motor inlet, Pa,  
p2 – pressure in hydraulic motor outlet, Pa.  
Output: x – displacement of control valve, m.

Model of Steady-state Conditions
Force acting to control valve, m 

                   Fx = p1*A1 – p2*A2 – Ffr – F0, (19) 
where  
A1, A2 – effective areas of valve, m2

                    A1 = π * d12 / 4,    A2 = π * d22 / 4 
d1, d2 – diameters of effective areas of valve, m 
Ffr – friction force, N 

Ffr = (Ffr0 + kfr * (p1 – p2)) * sign(v),           (20) 
where 
Ffr0 – initial friction fore, N 
kfr – coefficient of dependence of Ffr on pressure drop  
(p1 – p2), m2  
F0 – force of spring preliminary deformation, N 
  F0 = x0 * cx,                                    (21) 
x0 – length of spring preliminary deformation, m 
cx – control valve spring stiffness, N/m 

cx = G * d4 / (8 * n * D3), (22) 
where  
G – shear modulus, N/m2

d – diameter of spring wire, m 
D – diameter of spring, m 
n – number of turns of the spring. 
Displacement of control valve 

x = Fx  / cx.                 (23)

Model of Dynamics
Difference of valve velocity, m/s 
             dv = (Δ /m) * (Fx – x * cx – h * v – Ffr – F0),     (24) 
where
Δ – simulation time step, s 
m – sum of valve and 1/3 of spring mass, kg
h  –  damping coefficient, Ns/m, 
v – velocity of control valve, m/s 
Ffr – friction force, N 
Ffr = (Ffr0 + kfr * (p1 – p2) – v * 0.7*Ffr0 / 0.02) * signv, 
if  v = 0...0.02 m/s, 
Ffr = 0.3 *(Ffr0 + kfr * (p1 – p2) * signv,  
if  v > 0.02 m/s.                    (25) 
Difference of valve displacement, m 
                                dx = Δ * v.                                 (26)    
Output volumetric flows, m3/s 
                                            Q1 = A1 * v,                              (27) 
                                 Q2 = A2 * v.   
Values of Parameters
 d1 = 0.008 m, d2 = 0.02 m, Ffr0 = 0.1 N, kfr = 1e–8 m2, G = 
8e11 N/m2, d =0.0018 m, D = 0.011 m, n = 8, mv = 0.3 kg, 
ms = 0,06 kg, h = 50 Ns/m, x0 = 0.0005 m.�

4.4.2 Control Valve Meter-in Throttle Edges RVP 
Inputs: x – displacement of control valve, m,  
p1 – inlet pressure, Pa, Q2 – outlet volumetric flow, m3/s.
Outputs: Q1 – inlet volumetric flow, m3/s, p2 – outlet 
pressure, Pa. 
Output pressure (Murrenhoff 2005) 
               p2 = p1 – 2 * (12 * ν * ρ * (l0p + l1 + x) /         (28)

                     (8 * b * R3)) * Q2,                 
where 
ν – kinematic viscosity of fluid, m2/s
ρ – density of fluid, kg/m3

l0p – initial position of throttle slot, m 
l1 – length of separation wall, m 
b – depth of throttle slot, m 
R – radius of end of throttle slot (width of edge  h = 2 * R). 
Output volumetric flow, m3/s  
                                    Q1 = Q2.                    (29)

Values of Parameters
l0p = 0.0005 m, l1 = 0.005 m, b = 0.001 m, R = 0.00014 m.�

4.4.3 Control Valve Meter-out Throttle Edges RVT 
Inputs:  x – displacement of control valve, m, p1 – inlet 
pressure, Pa, p2 – outlet pressure, Pa.
Outputs:  Q1 – inlet volumetric flow, m3/s, 
Q2 – outlet volumetric flow, m3/s. 
Output volumetric flows (Murrenhoff 2005)
                     Q1 = ((8 * b * R3) / (2 * 12 * ν * ρ *            (30)

                (l0t + l2 – x))) * (p1 – p2),          
                                          Q2 = Q1,                    (31)              
where  
b – depth of throttle slot, m 
l0t – initial position of the throttle slot, m 
l2 – length of separation wall, m.

Values of Parameters              
l0t = 0.013 m, l2  = 0.005 m, b = 0.001 m, R = 0.00012 m.�
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Inputs: p1 – inlet pressure acting to piston area A1, Pa, 
p2 – inlet pressure acting to piston area A2, Pa,  
Fsp – reaction force of swash plate, N.
Outputs:  α – position angle of the hydraulic motor swash 
plate, deg,  Q1, Q2 – volumetric flows, m3/s, y – regulating 
piston displacement, m.

Model of Steady-state Conditions 
Force acting to spring, N 
              Fy = p2 * A2 – p1 * A1 – Fsp – Ffr – F0,           (32) 
where 
A1, A2 – piston effective areas, m2

(A1 = π * dcy2 / 4, A2 = A1 – π * dro2 / 4), 
dcy – diameter of regulating cylinder, m 
dro – diameter of regulating piston rod, m 
Fsp – reaction force of swash plate, N 

          Fsp = ksp * (p1 - p2) * A * n/2                 (33) 
ksp – coefficient of proportionality on pressure drop  
(p1–p2), m2
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A – pump piston working area, m2

  A = π * d2 /4
d – hydraulic motor piston diameter, m 
n – number of hydraulic motor pistons 
Ffr – friction force, N, see formula (20) 
F0 – force of spring preliminary deformation, N  
  F0 = y0 / cy, 
y0 – length of spring preliminary deformation, m  
Displacement of regulating piston, m 
                                     y = Fy / cy,                     (34) 
where 
Fy – Force acting to spring, N, see formula  (32) 
cy – stiffness of regulating piston spring, N/m , see formula 
(22). 
Position angle α of the hydraulic motor swash plate, deg    
                          α = arctan (y / ry) * (180 / π),                  (35) 

if (α <= αmin )  α = αmin,
if (α >= αmax )  α = αmax,

where 
ry – distance between regulating piston rod and hydraulic 
motor axis, m 
αmin, αmax – minimum and maximum position angle of the 
hydraulic motor swash plate, deg.         

Model of Dynamics 
Difference of piston velocity, m/s 

dv = (Δ /mvp) * (Fy – y * cy – Ffr – h * v – F0),       (36) 
where
Δ – simulation time step, s 
mvp – sum of piston, swash plate and 1/3 spring mass, kg 

mvp = mv  + msp + ms/3                       
y – displacement of regulating piston, m 
cy – stiffness of regulating piston spring, N/m, see formula 
(22) 
Ffr – friction force, N, see formula (25) 
h  –  damping coefficient, Ns/m 
v – velocity of regulating piston, m / s 
F0 – force of spring preliminary deformation, N 
  F0 = y0 * cy, 
y0 – length of spring preliminary deformation, m. 
Difference of regulating piston displacement, m  

dy = Δ * v.             (37) 
Volumetric flows, m3/s
                              Q1 = – A1 * v,                        (38) 

Q2 = A2 * v.

Values of Parameters 
 dcy = 0.035 m, dro = 0.0247 m, ry = 0.09 m, Ffr0 = 1 N, kfr 
= 1e–8 m2, G = 8e11 N/m2, d = 0.0020 m, D = 0.011 m, n = 
21, αmin = 10 deg, αmax = 35 deg, mv = 0.3 kg, msp = 0.2 
kg, ms = 0.06 kg, h = 50 Ns/m, y0 = 0.003 m.�
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Inputs: ω1– inlet rotation speed, rad/s,  
M2 – load moment, Nm.
Outputs: ω2– outlet rotation speed, rad/s, 
M1 – inlet moment, Nm.

Model of Steady-state Conditions 
Output moment for stationary movement, Nm 
                            M1 = M2 * i / ηm + M10,                      (39) 
where 
M2 – input load moment, Nm 
i – transfer factor 
ηm – mechanical efficiency coefficient 
M10 – resisting moment at idle run, Nm. 
Output rotation speed for steady-state conditions, rad/s 

ω2 = ω1 * i.                                   (40)

Model of Dynamics 
Difference of output moment, Nm 
                 dM1 = (Δ / e) * (ω1 * i – ω2 – hM *                (41)        
                     (M1 – M2 * i / ηm – M10) ), 
where 
Δ – simulation time step, s 
e– torsion elasticity, rad / Nm 
hM – damping constant according  to difference of moments 
(M1 – M2), rad / Nms. 
Difference of output rotation speed, rad/s 

dω2 = (Δ / J) * ( M1 – M2 – hom * (ω1 – ω2 ) ),      (42)  
where 
J – inertia moment, kgm2/rad 
hom – damping constant according  to angular velocity 
difference (ω1 – ω2), Nms/rad.

Values of Parameters 
i = 0.5, ηm = 0.95, M10 = 0.1 Nm, e = 3e-5 rad /Nm, hM = 
0.1 rad/Nms, J = 0.002 kgm2/rad, hom = 0.001 Nms/rad. �

6*>�� !$&9��3!($! &��3&�
Inputs: ω1 – inlet rotation speed, rad/s,   
M2 – outlet moment, Nm.
Outputs: ω2 – outlet rotation speed, rad/s, M1 – inlet 
moment, Nm.

Model of Steady-state Conditions 
Output moment, Nm 
                             M1 = M2 / ηm + M10,                         (43)
where 
ηm – mechanical efficiency coefficient 
M10 – resisting moment at idle run, Nm. 
Output rotation speed, rsd/s 

            ω2 = ω1.                     (44) 
Output power Pac, W 
                                  Pac = M2 * ω2.                                (45)

Model of Dynamics 
Difference of output moment, Nm 

dM1 = (Δ/e) * (ω1 – ω2 – hM  * (M1 – M2 – M10)),   (46) 
where 
Δ – simulation time step, s 
e – torsion elasticity, rad / Nm                     
hM – damping constant according  to moment difference 
(M1 – M2), rad / Nms 
M10 – resisting moment at idle run, Nm. 
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Difference of output rotation speed, rad/s 
                      dom2 = (Δ / J) * (M1 – M2 / ηm – (47) 
                          M10 + hom * (om1 – om2)), 
where  
Δ – simulation time step, s 
J – inertia moment, kgm2/rad 
ηm  –  mechanical efficiency coefficient 
M10 – resisting moment at idle run, Nm 
hom – damping constant according  to difference of angular 
velocities (ω1 – ω2), Nms/rad.                        

Values of Parameters
ηm = 0.95, M10 = 1 Nm, e = 3e–5 rad /Nm, hM = 0.1 
rad/Nms, J = 0.05 kgm2/rad, hom = 0.001Nms/rad. �
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Hydraulic interface elements express:  
� equality of output pressures, if pressure of one pole is 

given as input 
� the equation of continuity of volumetric flows: 

                         Q1 = Q2 + Q3 + Q4  (IEH6_1–3),            (48) 
                         Q1 = Q2 + Q3         (IEH4_1–2).              (49)�
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Inputs: Pmd – power used from diesel engine, W, Ppv –
outlet power of the pump, W, Pac – outlet power of actuator, 
W.
Outputs: eHS – efficiency coefficient of the hydraulic rotary 
transmission without pump, clutch and engine, eG –
efficiency coefficient of the hydraulic rotary transmission 
with pump, clutch and engine. 
Efficiency coefficients 
   eHS = Pac / Ppv,                          (50) 
   eG = Pac / Pmd.                    (51)�
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Models of physical properties of fluids and models of 
hydraulic resistors are described in (Grossschmidt  and Harf  
2009a).  
Model CJh of a clutch with rotor of the pump is described in 
(Grossschmidt  and Harf  2009b).
Model of a hydraulic hose HoseH_Q is presented in 
(Grossschmidt and Harf  2017). Values of main parameters 
of hoses: inner diameter d = 0.02 m, length l = 2 m. 
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In the paper multi-pole modelling of a hydraulic open-loop 
rotary transmission with automatic regulation of hydraulic
motor has been considered. 
The multi-pole mathematical models of components having 
various causalities are introduced for composing a model of 
the whole system.  The mathematical models are different 
for steady-state conditions and for dynamic responses. 
The multi-pole mathematical models of components: diesel 
engine, variable displacement hydraulic pump, variable 
displacement hydraulic motor, components of hydraulic 

motor regulating system, speed reducer and rotary actuator 
are described.  
The multi-pole model of the transmission is as the basis to 
describe the visual simulation tasks and perform the 
simulation itself. 
The visual programming environment and simulation results 
for both steady-state conditions and dynamic transient 
responses are presented and discussed in Part 2 of the paper.�
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Hydraulic rotary transmission, automatic regulation of 
hydraulic motor, intelligent simulation environment, visual 
task description, automatic program synthesis. 
�
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Model-based simulation of a hydraulic open-loop rotary 
transmission with automatic regulation of a hydraulic motor 
is considered in the paper. The approach is based on multi-
pole modelling and intelligent simulation. In Part 1 of the 
paper, the  functional scheme of the transmission is 
described and the corresponding multi-pole model is 
introduced. Mathematical multi-pole models of functional 
elements for stationary conditions and for dynamic transient 
responses are presented. In Part 2 of the paper simulation of 
steady–state conditions and dynamic responses of the 
hydraulic transmission is considered. Visual programming 
environ-ment CoCoViLa is used as a tool for modelling and 
simulation. CoCoViLa supports declarative programming in 
a high-level language and automatic program synthesis.  
Using encapsulation in multi-pole models of components 
enables to avoid solving large differential equation systems 
when performing simulations. Simulation results are pre-
sented and discussed. The proposed technology enables to 
find optimal solutions in design of hydraulic open-loop 
rotary transmission. 
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In available literature rotary transmissions containing only a 
pump and a hydraulic motor are observed. Mainly output 
rotation frequency, moment, power and efficiency 
coefficient are calculated (Murrenhoff  2005, Parambath  
2016). 
In the present paper simulation results of the open-loop 
rotary transmission using CoCoViLa environment 
(Grigorenko et al 2005, Grigorenko and Tyugu 2006, Kotkas 
et al 2011) are presented. The simulations are performed on 
multi-pole mathematical models, described in Part 1 of the 
paper.  
Automatic regulation of a hydraulic motor in a rotary 
transmission is based on using feedback from load applied. 
Experimental setting up parameters of such systems is time 
consuming and expensive. Using computer simulation 
enables to find optimal parameters faster and cheaper.  
The approach based on using model-based simulation and 
the CoCoViLa environment have been used for modelling 
and simulation of several complex fluid power systems 

(Grossschmidt and Harf 2009, 2012, 2016, Harf and 
Grossschmidt 2013, 2015). 
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CoCoViLa is a tool for model-based software development 
with a visual language support. It uses automatic synthesis of 
programs for translating declarative specifications of 
simulation problems into executable code. 
Using a visual simulation environment like CoCoViLa 
enables us to describe multi-pole models graphically which 
facilitates the model development. Automatic synthesis of 
the calculation algorithms allows focusing on designing 
models of fluid power systems instead of constructing and 
solving simulation algorithms.  
CoCoViLa is developed as an open-source software, its 
extensions can be written in Java and included into simula-
tion packages. CoCoViLa is implemented in the Institute of 
Cybernetics at the Tallinn University of Technology. The 
CoCoViLa environment is platform-independent and free. 
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Using visual specifications of described multi-pole models of 
fluid power system components one can compose models of 
various fluid power systems for simulating statics or steady-
state conditions and dynamic responses.  
When simulating statics or steady-state conditions fluid 
power system behaviour is simulated depending on different 
values of input variables. Number of calculation points must 
be specified. 
When simulating dynamic behaviour, transient responses in 
certain points of the fluid power system caused by applied 
disturbances are calculated. Disturbances are considered as 
changes of input variables of the fluid power system 
(pressures, volumetric flows, load forces or moments, 
control signals, etc.). Typically disturbances of step, pulse or 
sine form are used. For integrations in dynamic calculations 
the fourth-order classical Runge-Kutta method is used in 
component models. 
Static, steady-state and dynamic computing processes are 
organized by the corresponding process managers (static 
Process, dynamic Process). To follow the system behaviour, 
the concept of state is invoked. State variables are introduced 
for  a component in order to characterize its behaviour at the 
current simulation step. 
A simulation task requires sequential computing states until 
some satisfying final state is reached. A final state can be 
computed from a given initial state if a function exists that 
calculates the next state from known previous states. This 
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function is to be constructed automatically by the CoCoViLa 
program synthesizer. 
When calculating next state from previous states loop 
dependencies between poles of component models may 
occur. A special technique is used for calculating variables in 
loop dependences that may appear when multi-pole models 
of components are connected together. One variable in each 
loop is split and iteratively recomputed to find its value 
satisfying the loop dependency.
State variables and split variables must be described in 
component models. When building a particular simulation 
task model and performing simulations, state variables and 
split variables are used automatically if needed. 
When building up a simulation task scheme all the 
parameters of components must be provided with values. 
Initial values of state variables and variables requiring 
iterations characterize the model in the beginning of the 
simulation. Specifying precise initial values is not critical for 
statics and steady-state conditions. Approximate initial 
values must be set. For dynamics setting initial conditions is 
critical to guarantee reliable transient responses calculated. 
Trustful initial conditions can be obtained only as a result of 
iterative calculations of transient responses in the case of 
zero disturbances which must be performed as a separate 
simulation. 
Dynamic simulation time step must be chosen to be short 
enough in order to calculate transient responses of higher 
frequencies and rapid transitions. In the simulation examples 
concerning system under discussion time step Δt = 4e-6 s is 
used.  
Maximum number of iterations, adjusting factor for 
iterations, allowed absolute and relative errors are to be 
specified for calculating variables in loops. 
Principles of simulation process organization have been 
considered in more details in (Grossschmidt and Harf 2016). 
Physical properties of working fluid (density ρ, kinematic 
viscosity ν and compressibility factor β) are calculated at 
each simulation step depending on the average of input and
output pressure in the component. In all the simulations 
below the hydraulic fluid HLP46 is used.  The initial values 
of physical properties of fluid HLP46 at zero pressure and at 
temperature 40oC are: density ρ = 873 kg/m3, viscosity ν = 

46e-6 m2/s,   compressibility factor β = 6.1e-10 1/Pa, air 
relative content in fluid vol = 0.08. 
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The hydraulic transmission under consideration is a 
complicated fluid power system. There are a number of 
requirements to operating parameters the simulated system 
must meet. The main requirements are:
� actuator maximum rotation speed ωmax = 200 rad/s 
� actuator maximum load moment Mmax = 450 Nm 
� hydraulic motor maximum inlet pressure pmax = 3e7 Pa 
The additional requirements for dynamic behaviour must be 
followed: 
� actuator inertia moment J = 0.01...0.1 kgm2/rad 
� maximum damping time of oscillations t = 1.5 s 
� maximum duration of dynamic process t = 2 s 

Behaviour of the system is influenced by great number of 
constructive parameters such as: 
� parameters of diesel engine and hydraulic pump 
� parameters of hydraulic motor and speed reducer 
� geometry of throttle edges 
� parameters of springs (diameters of spring and wire, 

shear modulus, number of turns) 
� construction parameters of regulating piston and cylinder, 
� dimensions of hydraulic resistors 
� models and values of friction forces  
� working areas of regulating valves, etc. 
After building up the model, the approximate initial values 
of parameters have been set up. A number of simulations 
have been performed to configure the system to function and 
adjust parameters. Adjusted values of parameters are 
presented in Part 1 of the paper. In the following chapters 
final results of simulations are presented. 
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Simulation task of steady-state conditions hydraulic open-
loop rotary transmission with automatic regulation of a 
hydraulic motor is shown in Fig. 1.  

Figure 1: Steady-state condition simulation task of open-loop rotary transmission 

In Fig. 1 components of transmission are denoted: �� –
diesel engine, 
�42� – variable displacement hydraulic 
pump, ��4 – variable displacement hydraulic motor, 

� 5,�2��– hydraulic hoses, ��25! – control valve, ��
1
��� – control valve inlet and outlet throttle edges, �
2
��
– hydraulic motor swash plate with regulating piston, �&&�
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– speed reducer, �3&� – rotation actuator, �� – efficiency 
coefficient calculator, ��� – hydraulic interface elements,
�,5��– hydraulic resistor, 5!$!"3�
& 3,55 – process manager. 
In Fig. 2...6 results of simulations of steady-state conditions 
are shown. All the simulations are performed for the range of 
actuator load moment M from 0 to 500 Nm.  

Figure 2: Graphs of  hydraulic motor swash plate angle (1), 
actuator speed (2), pressure at hydraulic motor inlet (3)  and 

engine load moment (4)
In Fig. 2 the position of hydraulic motor swash plate angle al
(graph 1) is taken to change from 10 to 35 deg. Angle 
position depends on pressure drop in hydraulic motor 
through the automatic regulating system. The pressure drop 
in the hydraulic motor depends on the load moment to the 
actuator. In the range of the load moment M from 0 to 78.6
Nm the swash plate position angle remains at the initial 
value 10 deg. The angle increases from 10 to 35 deg, when 
the actuator load moment M changes from 78.6 to 377.5 Nm. 
The maximum pressure at hydraulic motor MH3 inlet (graph 
3) pmax = 30e6 Pa (set by safety valve) allows the 
transmission to operate until the load moment M = 469.5 
Nm. The transmission is operable without automatic 
regulation when the load moment M changes from 377.5 to 
469.5 Nm.   
Actuator rotation speed (graph 2) drops from 281 to 263 
rad/s (2683 to 2511 rev/min) linearly at lower load moments 
(M < 78.6 Nm). Further, the actuator speed exponentially 
drops in the area of automatic regulation. When the swash 
plate angle has taken al = 35 deg, the actuator rotation speed 
takes constant value ω = 65.4 rad/s (624 rev/min).  

Figure 3: Graphs of  control valve  position (1) and position 
of the regulating piston (2)  

Fig. 3 shows position of the control valve CV (graph 1) 
dependency on pressures at the left and right sides of the 
hydraulic motor. 
Position of the regulating piston (graph 2) depends on the 
output pressure of the automatic regulating system (graph 2 
of Fig.4) and determines regulating angle al of the swash 
plate. When the pressure of the automatic regulating system 
decreases, then the position of the regulating piston 
increases.  
In Fig. 4 the diesel engine load moment (graph 4) increases 
and rotation speed (graph 3) drops by increasing the load 

moment to the actuator. Simultaneously the pressure at the 
pump outlet (graph 2) increases and the pump volumetric 
flow drops (graph 1).  

Figure 4:  Graphs of  engine load moment (4), engine 
rotation speed (3), pressure at the pump outlet (2) and pump 

volumetric flow (1) 

Figure 5 Graphs of power consumed by diesel engine (1), 
power of actuator (2) and efficiency coefficient of the 

transmission (graph 3) 
Fig. 5 shows the power consumed by the diesel engine 
(graph 1) and the power delivered by the actuator (graph 2). 
Power consumed by the diesel engine (graph 1) reaches 31
kW at the beginning and 37 kW at the end of automatic 
regulation. Power of the actuator (graph 2) reaches 21 kW at 
the beginning and 25 kW at the end of automatic regulation. 
The power consumed by the diesel engine is 47 kW and 
power delivery of the actuator is 30 kW at actuator 
maximum load moment. 
The efficiency coefficient of the transmission (graph 3) 
rapidly increases from 0 to maximum η = 0.70 at the load 
moment 35 Nm. In the range of automatic regulation (78.6 <
M < 377.5 Nm) efficiency coefficient is almost constant η = 
0.67. Later the efficiency coefficient drops to η = 0.64. At 
the actuator load moments higher than 469.5 Nm the 
transmission stops. 
Observations 
Simulated graphs of steady-state conditions are characterised 
by three breakpoints at three actuator load moment values.  
� At actuator load moment 78.6 Nm at rotation speed 263 

rad/s (2511 rev/min) the automatic regulation begins. The 
diesel engine output moment is 162.5 Nm at rotation speed 
206.1 rad/s (1968 rev/min). The hydraulic pump delivers 
volumetric flow 12.2e-4 m3/s (73.2 l/min). 

� At actuator load moment 377.5 Nm at rotation speed 65.4 
rad/s (624.5 rev/min) the automatic regulation ends. The 
diesel engine output moment is 196.4 Nm at rotation speed 
205.4 rad/s (1961 rev/min). The hydraulic pump delivers 
volumetric flow 12.16e-4 m3/s (72.9 l/min).
To make the transmission operable at lower actuator 
rotation speeds volumetric flow of the hydraulic pump 
needs to be reduced. This can be achieved by decreasing 
the engine speed and/or by decreasing the  hydraulic pump 
working volume. 
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� At the maximum pressure 30e6 Pa at hydraulic motor MH3 
inlet the maximum actuator load moment is 469.5 Nm at
rotation speed 64.3 rad/s (614 rev/min).The diesel engine 
delivers output moment 240 Nm at the rotation speed 204.5 
rad/s (1953 rev/min) and the hydraulic pump delivers 
volumetric flow 12.1-4 m3/s (72.6 1/min).  

6*4���"8(+$!" %� @��9%$8"35��
Simulation task of dynamics of hydraulic open-loop rotary 
transmission with automatic regulation of a hydraulic motor 
is shown in Fig. 6. 

�
Figure 6: Dynamic simulation task of open-loop rotary transmission 

In Fig. 6 the components of transmission are denoted: �� –
diesel engine, 
� – variable displacement hydraulic pump,
��4 – variable displacement hydraulic motor, � 5,�27�–
hydraulic hoses which pressure p1e is iterated, �� – control 
valve, ��
1 ��� – control valve inlet and outlet throttle 
edges, �
2
�� – hydraulic motor swash plate with 
regulating piston, �&&� – speed reducer, �3&� – rotation 
actuator, ��� – hydraulic interface elements, �,5�1��,5��–
hydraulic resistors, �C� – clutch.  
Additionally dynamic simulation task contains: :9%$8"3�

& 3,55�– dynamic simulation manager, :9%$8"3�� (&3, –
dynamic input, 3 %5!$%!� � (&3,� – constant inputs, 3+ 3D.
The iterated variables are denoted with suffix “e”.
The  simulated graphs are shown in Fig. 7…10. 
In Fig. 7 the step disturbance (graph 2) of the actuator input 
load moment (mean = 200 Nm, step = 20 Nm, rise time tmin 
=0.01 s) is shown. As a reaction to input disturbance,
actuator rotation speed (graph 1) initially drops down, then 
begins to oscillate. The automatically regulated hydraulic 
motor swash plate position angle (graph 3) exponentially 
increases from 22.3 to 24.1 deg. 
During transient responses oscillations of frequency ~6.4 Hz 
damping in ~1.5 s occur. All the oscillations in the graphs 
below are of the similar non-symmetrical character. 
Frequency of the oscillations of the transmission mainly 
depends on the actuator inertial moment. The simulated 
dependence is shown in Fig.8. Damping of the oscillations is 
 not influenced by the actuator inertial moment. 

Figure 7:  Graphs of input disturbance (2), actuator output 
rotation speed (1) and hydraulic motor swash plate angle (3)

Figure 8: Dependence of the oscillation frequency on the 
actuator inertial moment  

In Fig. 9 the dynamic processes of regulating system volu-
metric flows are shown. In the initial static position volu-
metric flows through RVP and RVT are equal and volu-
metric flow to SP_PIS is zero. Reacting to the step distur-
bance of the transmission load moment, servo-valve (CV, 
RVP, RVT) forces pressure to piston SP_PIS to change the 
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position angle of swash plate. Damped oscillations charac-
terize the behaviour of volumetric flows. At the end of tran-
sient response volumetric flows return to their initial values.  

Figure 9:  Graphs of volumetric flow of RVT (1),  
volumetric flow to hydraulic motor swash plate regulating 

piston SP_PIS (2) and volumetric flow of RVP (3)  

�
Figure 10: Graphs of displacements of control valve CV (1) 

and regulating piston SP_PIS (2)
In Fig. 10 the control valve CV takes a new position after 
damped oscillations (graph 1). The hydraulic motor swash 
plate regulating piston exponentially takes a new position 
(graph 2) from 0.0370 to 0.0402 m.  

��������

In the paper simulation of steady-state conditions and 
dynamics of a hydraulic open-loop rotary transmission with 
automatic regulation of a hydraulic motor has been 
considered.  
Mathematical multi-pole model of the transmission des-
cribed in Part 1 of the paper are used as basis to describe 
simu-lation tasks and perform simulations.  
Using a visual simulation environment CoCoViLa enables to 
describe multi-pole models graphically which facilitates the 
model development. Automatic synthesis of the calculation 
algorithms allows focusing on designing models of fluid 
power systems instead of constructing and solving 
simulation algorithms.  
The simulation principles for steady-state conditions and for 
dynamics have been described. Main requirements were 
presented. The main parameters to be specified were shown. 
The graphical simulation tasks were presented and the results 
of simulations have been presented and discussed. 
As a result of the simulation a configuration of an open-loop 
rotary transmission with automatic regulation of hydraulic
motor has been proposed together with constructive and 
operating parameters. A great number of simulations have 
been performed to find a set of the best parameters. 
Automatic regulating system proposed in the paper does not 
contain sensors and proportional valve. Therefore it is of a
quite simple configuration and is expected to be more 
reliable and cheaper. 
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The development of complex technical systems is a highly 
interdisciplinary process, requiring knowledge from 
various disciplines. To manage all facets of technical 
systems, holistic Virtual Testbeds are used as central 
simulation frameworks, providing cross-domain 
simulation capabilities. To realize these simulation 
capabilities, simulation algorithms have to be coupled 
adequately. Within our work, we present a new, highly 
efficient coupling of rigid body dynamics (RBD) and 
structural mechanics. The approach applies the transfer 
matrix method for the determination of the structural 
response of a system and is currently suited to beam 
structures. The real-time capabilities of this approach are 
pointed out and a robotics application is presented. 
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Classical structural mechanics focuses on the analysis of 
single components, neglecting the fact, that these 
components are integrated into an overall system. To 
identify typical mechanical loads, structural mechanics are 
coupled to rigid body dynamics simulations, simulating 
the macroscopic systems behaviour. This results in a one-
directional coupling from rigid body dynamics to 
structural mechanics, which is supported by various 
simulation tools. This one-directional coupling can be used 
for e.g. the performance analysis of various materials in an 
overall systems context (Kaufmann et al. 2017). 
Nevertheless, there are many applications where this one-
directional coupling is not sufficient, as the structural 
deformations directly influence the dynamics of the overall 
system (e.g. aerospace engineering). To simulate these 
kinds of systems, a bidirectional coupling between rigid 
body dynamics and structural mechanics is required. 
Several theoretical approaches are known to realise this 
bidirectional coupling (Busch 2012, Stettinger et al. 2014). 
All these approaches require sophisticated mathematical 
methods and thereby claim substantial runtime. 

By restricting the bidirectional coupling to beam 
structures, we derive a new, real-time capable coupling 
algorithm, which is based on the transfer-matrix-method. 
The taken restriction to beam structures is not a drawback, 
as many components in technical systems can be 
approximated as a beam. Thereby, this new approach 
allows analysing structural deformations in an overall 
systems context in a time-efficient manner. 
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Based on this coupling, the range of validity of Digital 
Twins can be increased significantly. Digital Twins are 
virtual images of real world assets, describing all relevant 
physical properties of the real world asset (e.g. rigid body 
properties and structural mechanics properties). 
Additionally, Digital Twins include communication 
interfaces and control algorithms, e.g. a Digital Twin of a 
lightweight robot might consist of its kinematic model, its 
dynamics model, its structural mechanical model, its 
actuator models and its control algorithms. Nevertheless, a 
Digital Twin can never be all-embracing, there are always 
certain specific properties that will not be covered. It 
highly depends on the application the Digital Twin is used 
for. 
Virtual Testbeds are used to analyse the interactive 
behaviour of a Digital Twin or a network of Digital Twins. 
Virtual Testbeds provide a software framework for the 
integration of arbitrary simulation algorithms and thereby 
can be seen as a run-time environment for Digital Twins 
(Schluse et al. 2017). For this reason, a Virtual Testbed is 
chosen for the implementation of the new, integrated 
approach of bidirectional coupling of rigid body dynamics 
and structural mechanics. 
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Rigid body dynamics algorithms are well suited to the 
simulation of the macroscopic dynamics of complex 
systems. Nevertheless, there are use cases, where local 
structural deformation needs to be considered. To calculate 
structural deformation analytical methods are used. To 
form the base for a comprehensive simulation approach for 
the coupling of rigid body dynamics and structural 
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mechanics, we first present the state of the art technologies 
from both worlds. 
�
�")":�� :9��9%$8"35 
 
The dynamics of coupled rigid bodies are calculated 
according to the net external forces  (e.g. actuated 
joints) and constraint forces  (e.g. bearing forces or 
contact forces). The inertia properties of the rigid bodies 
are described by the inertia matrix . 
 

      (1) 
 

To determine the constraint forces , the constraints are 
formulated in the velocity space. Holonomic constraints 
are formulated as  and non-holonomic constraints 
are formulated as , leading to a Linear 
Complementarity Problem (Baraff, 1996).  is the 
jacobian, describing the kinematics of the constraints, i.e. 
the relative velocity of two coupled bodies at a certain 
point, in certain direction vanishes. To numerically 
stabilize this approach, the Baumgarte stabilization is 
applied (Baumgarte, 1972). 
For performance reasons an impulse based approach is 
applied to calculate the constraint forces (Jung 2011, 
Stewart and Trinkle 2000), where  is the step width of the 
simulation algorithm. 
 

      (2) 
 

Based on d’Alemberts principle, constraint forces are not 
allowed to introduce any energy to the system, the 
constraint forces can be directly obtained from the 
Lagrange multipliers . 
 

      (3) 
 

As the maximal coordinate approach directly calculates 
constraint forces, an efficient coupling of these forces to 
structural mechanics is easily accessible. 
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The structural behavior of a structure idealized by e.g. a 
beam is always governed by the underlying differential 
equation. To calculate the displacements of an elastic 
structure based on the external forces, this differential 
equation has to be solved with the help of different kinds 
of methods. In contrast to the standard method, where the 
differential equation always needs to be solved based on 
the underlying boundary conditions, the transfer-matrix-
method aims to derive a more general solution for the 
differential equation, which is valid for a high number of 
boundary and loading conditions. The derivation of such a 
solution is described for a beam structure in accordance to 
(Öry 1991): 
A beam section with the bending stiffness  of length  
with its section forces  and  and its external loading  
is taken as the basis, see Figure 1.  
 

 
 

Figure 1: Displacements and cross section forces of a 
beam section (Öry 1991) 

 
For a beam rigid in shear the differential equation and their 
fourth time indefinite integral in respect to  with the four 
constants  gets: 
 

4
 

It is assumed that all four state variables, the deformations 
 and  and the section forces  and , at  are 

known. They will be used in order to determine the four 
integration constants . By using the knowns as boundary 
conditions in the left-hand side cross section, the 
integration constants follow: 

 

 
With the four integration constants, Equation (4) and the 
respective derivations, a relationship between the state 
variables at  and  can be established: 
 

 
By inserting the identity, , the equations can be 
represented in a matrix form, where the state vectors  
and  are connected by a symmetric upper triangle matrix 

, the so called transfer or field matrix: 
 

      (5) 
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The transfer matrix , which is only a function of the 
bending stiffness , the length of the considered beam 
section and the outer loading, represents the solution of the 
differential equation of the beam. With this the state 
variables and therefore the displacements and section loads 
at the end, , can be calculated in a very fast and 
stable manner by an ordinary matrix-vector-product. The 
disadvantage of this method is, that all state variables at 
one side have to be known or rather calculated before the 
transfer matrix method can be used. The successful 
application of the transfer matrix method is shown in many 
research activities, see for example (Rittweger 1992) or 
(Rittweger and Öry 1991). It was implemented into a 
stand-alone program call AstrA at the Institute of 
Structural Mechanics and Lightweight Design and used to 
design space launcher vehicles such as the Ariane V 
(Rittweger 2010). 
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The principle of virtual displacement is the standard 
formulation of the Finite-Element-Method (FEM) and 
therefore a widely used method for solving mechanical 
problems. It is based on the principle of virtual work 
(Zienkiewicz and Taylor 2000). The approach will be 
demonstrated on a beam subjected to a load and a moment, 
see Figure 2. 
 

 
 

Figure 2: Statically determined beam subjected to a load 
 
The beam is divided into sections/elements which lie 
between load introduction points, nodes 1, 2 and 3 in 
Figure 2. The principle of virtual work is used for one 
element. It states, that inner virtual work  and external 
virtual work  are equal (Nasdala 2010): 
 

      (6) 
 
For a rigid beam without line loading considering only 
bending the use of a polynomial 3rd order for the 
deformation  leads to the exact solution of the 
differential equation, see Equation (7).  
 

      (7) 
 
Using the polynomial for the different virtual systems , 
which follow from introducing a virtual unit-
displacement/unit-rotation for every degree of freedom, 
see Figure 3, the constants  and therefore the 
deformation , also depicted in Figure 3, can be 
calculated.  
 

 
 

Figure 3: virtual systems of a beam element 
 
Inserting these into the inner virtual work for every 
possible superposition of the virtual system  with system  
the virtual work gets: 
 

      (8) 
 

Equation (8) represents the so called stiffness coefficients 
of the stiffness matrix for a beam element according to the 
principle of virtual displacement. Evaluating the principle 
of virtual work for two adjacent elements, see Figure 2, 
leads to a linear system of equations (Nasdala 2010): 
 

 

 
As the stiffness matrix is singular, boundary conditions 
have to be inserted first before the system can be solved, 
meaning that the principle of virtual displacement is only 
valid for statically determined or overdetermined systems. 
Furthermore, with the method described displacements at 
specific points on the beam cannot be calculated without 
adding more elements. But this means, that the stiffness 
matrix gets particularly bigger and at some point equals 
the stiffness matrix of the Finite-Element-Method. 
Therefore losing its advantage, that is the calculation of 
the exact solution of the given problem.  
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The interface to the structural mechanics algorithms is 
completely integrated into the holistic simulation 
framework. This enables the user to include structural 
effects in every Digital Twin. To establish a real-time 
capability the coupling itself works on two levels: First, 
both structural calculation methods are combined in one 
algorithm. The algorithm is structured as slim as possible 
and finally implemented as a library, resulting in a very 
fast and efficient routine. Second, the library uses 
information obtained from the rigid body dynamics 
simulation as input variables to calculate the elastic 
displacements and stresses of the beam structure.  
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To develop a very fast and efficient calculation algorithm 
for the determination of the elastic deformations and the 
stresses of a beam structure, both above described 
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structural methods are combined. The calculation 
algorithm takes the external loads, boundary conditions 
and the bearing forces as input. Based on the external 
loads and the boundary conditions, the displacements and 
rotations at both ends of the beam structure are calculated 
using the principle of virtual displacement. With this 
information and the bearing or rather section forces all 
state variables at both ends of the beam structure are 
known. Further using the transfer matrix method, see 
Equation (5), the displacements, section forces and 
therefore stresses at requested points are calculated fast 
and efficiently. An example for the calculation of the state 
variables for multiple specific points is illustrated in 
Figure 4 and Equations (9) – (12).  

 
Figure 4: State vectors of a beam for specified points 

 
                                      (9) 
                                    (10) 

      (11) 
       (12) 

 
For the calculation beyond a load introduction point, e.g. 
the inertia forces at the centre of mass, a transfer matrix P 
for point loads needs to be considered, see Equation (11) 
and (12). This matrix amounts to: 
 

 

 
The Coupling is illustrated in Figure 5. 

Figure 5: Concept of the coupling between both structural 
  methods 

With such a coupling between the structural methods the 
respective disadvantages of each method can be 
compensated. Furthermore, the calculation algorithm is 
significantly faster than the standard Finite-Element-
Method (FEM) especially for a high amount of requested 
points/elements, because the most time consuming 
calculation steps consist of matrix-matrix products, matrix-
vector products and “inverting” of the reduced stiffness 
matrix. In contrast to the FEM, where the stiffness matrix 
is directly proportional to the number of elements and has 
to be solved too, the stiffness matrix resulting from the 
principle of virtual displacement is a function of the 
number of basic sections only.  
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One issue arises if the calculation algorithm is used as 
described above: The algorithm can only work in a real-
time capable holistic simulation when the input variables 
are known beforehand. This arises from the fact, that the 
calculation of especially the bearing loads is a demanding 
task when the system is overly complicated, e.g. when a 
high number of external loads are present. The real-time 
capability of the algorithm would decrease. Therefore, a 
second coupling or rather the actual coupling between 
RBD and structural mechanics is performed in a sense as 
follow: 
As many information as possible is calculated by the real-
time capable rigid body dynamics and then used as input 
variables for the implemented structural mechanics 
calculation algorithm. In detail, the forces and torques  
acting on the structure are measured via rigid body 
dynamics at currently three critical points: At both ends of 
the bar and at the centre of mass. The values and the 
possibly available boundary conditions are directly given 
to the structural algorithm. The algorithm treats the forces 
and torques at the centre of mass as external loads. The 
forces and torques at the ends of the beam are treated 
either as external forces, if no boundary condition is 
present at the end, or as bearing loads for the case of 
boundary conditions present. Following, the algorithm 
calculates the deformations (translation and rotation in six 
dimensions) and stresses for each element along the bar 
and outputs them to the rigid body dynamics simulation 
(RBD). The resulting deformations are visualized and an 
intuitive colour coding is overlaid. Figure 6 shows the 
exchanged variables and the coupling of the two 
simulation methods. 

 
Figure 6: Concept of the coupling between RBD and   

  Structural Mechanics. 
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As a first application scenario for the developed coupling 
an example from robotics was chosen. A lightweight robot 
performs a simple task. During the movement, it comes 
into contact with one end of a bar, which is fixated on the 
other side. The robot itself is described by its rigid body 
model, whereas the bar is modelled using the coupling 
methodology described herein. This example shows how 
the integration of structural mechanics smoothly fits into 
the holistic simulation (see Figure 7). 
 

 
Figure 7: Example of the developed coupling: A 

lightweight robot causes deformation in a fixated bar when 
it is pressing onto it (colour coding: displacement in z-

direction). 
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In this paper, a new and real time capable coupling method 
between rigid body dynamics and structural mechanics for 
the inclusion of elastic deformations in a holistic 
simulation was presented. The method developed and 
presented led to promising results, especially in regards to 
the real-time capability. It was shown that the transfer-
matrix-method with its basic matrix-vector operations 
smoothly fits into the coupling mechanism. Nevertheless, 
several restrictions with regard to the applicability have to 
be accepted. The most important being the necessity of a 
statically determined system, which is a prerequisite for 
the principle of virtual displacement. It must be noted that 
this restriction does not apply to the transfer-matrix-
method. To allow a more general application future work 
should first focus on two aspects: First being the extension 
of the coupling methodology to allow the simulation of 
statically undetermined systems. This could be achieved 
by calculating the rigid body motion of the system with the 
help of the RBD and then superimpose it with the 
deformation obtained for an appropriate statically 
determined system using the method of the omega 

function, see (Horst 1992). Second, the deformation 
obtained from the calculation algorithm should be used to 
update the inertia matrix in the rigid body simulation to 
account for changes in the loading condition due to the 
deformation of the beam. Hereby, a comprehensive study 
on the possible violation of the principle of conservation of 
energy and a derivation of an appropriate solution should 
be conducted. 
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For a long time, shipbuilding industry has experienced 
suffering in the ship production from unexpected problems
such as short-term delivery of ships, schedule changes, and 
deteriorating weather conditions, etc. Even though many 
researchers carried out various studies to improve their 
competitiveness as well as to detect problems in advance and 
present immediate solutions, it is still unresolved and very 
critical to maintain a cutting edge productivity of 
shipbuilding companies. In this paper, we propose a process-
based production planning method to be capable to generate 
and evaluate a best alternative to an unexpected problem in 
ship production. The best alternative is generated, simulated 
and analyzed through a consecutive 4-steps, i.e., constraint 
structure modeling, work dispatching modeling, process-
based modeling & simulation, and simulation-based analysis. 
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Recently, the shipbuilding industry has had many 
difficulties in building ships due to the sharp decline in ship 
contracts caused by the global financial crisis. Many 
researchers are studying to be able to increase the 
competitiveness of ship production by using new 
technologies such as ICT (Information and Communication 
Technology) and CPS (Cyber-Physical System). And, 
research on production system that can reduce production 
costs through efficiencies of ship production is becoming 
important (Baek et al. 2017). Generally, shipbuilding is 
single (fixed) product production & bay production, also 
traditional labor-intensive assembly industry. In 
shipbuilding, there are many types of ship production 
planning such as block division, assembly process, outfitting 
process, block erection process, and etc. Among these 
production process activities, the assembly process is very 
important as it determines what will happen in other process 
activities and also spends many time and cost in ship 
production. Therefore, many researchers are studying 
production systems that can effectively manage the assembly 
process by reducing the time and cost the shipboard, 

assembly schedule, and logistics schedule and etc. (Cho et al. 
1996; Storch et al. 1988). 

In reality, however, the shipbuilding environment has an 
unexpected abnormal situation such as ship's short delivery, 
change of production schedule, defective products and 
deteriorating weather conditions and etc. Currently, 
researchers of shipbuilding are trying to solve abnormal 
situations and problems by changing the production schedule 
of ship, changing the production process, adding more 
workers, and etc. However, it is difficult to consider all 
production schedules between other production processes.
Furthermore, research suggesting immediate solutions to 
abnormal situations and unexpected problems is very minor in 
the shipyard, and shipyards have many constraints due to the 
characteristics of the shipbuilding industry and differentiated 
production processes. Despite the development of ICT and the 
implementation of Big Data & AI (Artificial Intelligent) 
technologies, it need to takes much research and time to apply 
them to the actual shipbuilding industry (Jeong et al. 2016). 
Therefore, shipbuilding needs theory and solution that can 
support the best decision making by detecting problems with 
various abnormal situations, and it needs CPS-based 
autonomic system which can integrate actual process situation 
and virtual simulation information through IoT and simulation.

In this paper, we proposes a process-based production 
planning method that can generate and evaluate a best 
alternative for supporting decision making such as a new 
schedule and process plan by pre-testing and predicting 
problems arising from abnormal situations at large assembly 
processes.

�*��$%(@$3!(&"%)�
& 3,55,5�$%:�
& :(3!" %�
+$%%"%)� @�
�<"7'("+:"%)�

�*���$%(@$3!(&"%)�
& 3,55,5� @��<"7'("+:"%)�
�

The shipbuilding industry carries out tasks that consider 
load balancing of the workplace, loads, and facilities in 
method of single (fixed) product production & bay 
production until the ship is ordered and delivered. 
Manufacturing processes of shipbuilding such as Figure 1 
are produced through sequential processes such as unloading 
& storage of steel, steel cutting, sub-assembly, middle-
assembly and large-assembly according to works required 
ship construction, and then ship is carried out by repeating 
movement and assembly of blocks until erection on the dock 
after outfitting, painting in shop, PE(Pre-Erection). 
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First, the shipbuilding process begins with a block 
division. Generally, ships are divided into hundreds of 
blocks of moderate size. A block consists of several unit 
blocks, and each unit block is composed of steel plates and 
sections that are cut or bent by cutting and bending. In 
particular, the hull block assembly process is the most 
important for planning the block assembly process since it is 
about 48% to 50% of the shipbuilding process (Cho et al. 
1996). The block assembly consists of the sub-assembly, 
middle-assembly and large assembly at in-house shop, and the 
painting and outfitting such as pipes and electrical work are 
subsequently performed, and then the grand assembly is 
created through the pre-erection. Finally, grand assembly is 
built as a ship using a very large crane (Zip crane or Goliath 
crane) in the main-dock. Thus, the ship is carried out in 
accordance with the shipbuilding manufacturing process, and 
the block assembly is performed using various equipment 
(welder, transporter, crane and etc.). 

Nowadays, shipbuilding manufacturing process is difficult 
to consider various constraints (block relationships and 
characteristics, block type, timekeeping, weather and etc.) 
and factors (human, equipment utilization and etc.) used in 
ship production, and there is also a lock of quantify research 
(Seo and Park 2003). In addition, in order to improve ship 
quality and decrease ship demand due to changes in the 
shipbuilding world market, the shipbuilding manufacturing 
production system that can systematically analyze ship 
manufacturing processes and identify various problems in 
advance is very important. Therefore, new system which can 
identify the flexible relationship between the product-
process-resource required for the shipbuilding manufacturing 
process and then manage the entire shipbuilding production 
process as layered detail is needed (Lee 2013). 
�
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The manufacturing processes of shipbuilding are carried 
out based on the production planning. The manufacturing 
processes of shipbuilding operate production plan (ship table 
planning, long-term planning, mid-term planning, short-term 
planning and execution planning) associated with 5 stages 
(Company, Plant, Factory, Cell and Resource Level). 
Production planning, the central task of connecting design 
and production of ship, determines the blocks are assembled 
and erected, the work schedule, and the spatial batch plan, as 
well as production planning is to be the basis for the use of 
equipment, human resources placement operation, material 
supply and demand planning. Production planning proceeds 
with the design and production of ship in accordance with 
the 'facility-fixed strategy' that does not change a given 
production facility or equipment, and production planning 

should develop facilities utilization plans to meet the 
product's delivery dates and production capabilities. Also, 
production planning should provide critical information to 
support decision making about management, such as 
strategies and vision of company shown in Figure 2, as well 
as to increase the efficiency and productivity of production 
systems. Therefore, the production planning must predict 
and present a new production system suitable for the 
changed shipbuilding environment (Lee 2013 and Woo 
2005). 

Figure 2: Hierarchy of ship production planning and 
company strategies 

The general ship production planning begins with the 
overall plan for ship table planning. Afterwards, the ship 
table plan is subdivided to show the long-term planning, 
mid-term planning, and short-term planning considering of 
capacity plan. Each planning has key information that should 
be considered according to a specific period of ship 
production, and includes various information for ship 
production at the shipyard. Table 1 shows explanation of 
each planning, and most shipyards have similar phase of 
production planning such as Table 1. However, these
production planning procedure raises many complex 
problems due to various constraints and complex 
construction of various shipbuilding divisions, and the 
complex production plans are causing many disruptions to 
shipbuilding production (Song et al. 2009). To address these 
problems, research was done to support decision making or 
to plan production in advance, but no clear solution was 
given (Sladoljev 1996). 

Table 1: Ship production planning (adapted from Song. et 
al., 2009)

Phase Contents

Ship table
planning

To determine the ship product mix,
To determine batch duration (dock rotation 
period),
To determine the main key-events of the 
each planned ship

Long-term
planning

Load distribution along the ship product mix 
of the master planning,
To determine the capacity of the available 
human resources,
To determine the capacity of the facility type 
resources

Mid-term To check or validate the master and long-

Figure 1: Procedure of ship manufacturing process (adapted 
from Korea offshore & shipbuilding Association)
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planning term planning,
To schedule mid-term activities

Short-term
planning

To check or validate the mid-term planning,
To schedule short-term activities

Execution
planning

To analyze worker allocation, work flow, 
work order, and output of the execution 
operation

Many shipyards are using M & S (Modeling &
Simulation), one of the most efficient methods of predicting 
the future, to carry out production planning and processes. M 
& S is a scientific prediction technology that can improve the 
accuracy of the production plan. In order to integrate 
software and systems, it is necessary to support systematic 
development methodology, programming techniques and 
tools (Andritsos 2000). Many shipyards are currently 
implementing various systematic approaches and projects to 
effectively apply simulation technology into production 
planning. 
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Currently, most large shipyards use production scheduling 
systems to establish production plans that take into account 
process and plant loads. However, the functions supported 
by the production planning system can’t take into 
consideration various physical constraints of the production 
site, so that the production planning is delayed, causing 
delays in delivery and waste of resources. 

In order to solve these problems, shipyards are using 
simulation to verify ship production plan considering various 
constraints of shipbuilding process and work breakdown 
structure of block (Woo and Song 2014). Woo (2005) 
proposed a simulation modeling method of module concept 
for shipbuilding process during shipbuilding process (Woo 

2005) and studied of production system using heuristic 
algorithm and CBR (Case-based Reasoning) for optimal 
block assembly sequence and production plan (Sheen and 
Seo 2017; Seo, et al., 2007; and Seo and Park 2003). 
However, existing commercial software has limitations in 
expressing complex shipyard facilities and plans. Han et al. 
(2008) modeled and simulated shipboard panel lines using 
Petri net, which is a process-based modeling method 
considering the characteristics of the shipbuilding process 

(Han et al. 2008). There was a limit to expanding to the 
whole process of the shipyard. After that, Lee et al. (2014) 
analyzed the production information of the shipyard and 
studied PCM (Process-Centric Modeling), which is a method 
of constructing shipyard simulation model based on process 
(Lee et al. 2014). Lee et al. (2014) insisted that the process-
based modeling methodology considering the production 
environment of the shipyard is appropriate because the 
production management system of the shipyard is managed 
based on the process. However, previous studies have 
focused on the process of constructing the model rather than 
performing the simulation. But there are limitations to the 
research that supports the immediate solution and decision 
making using simulation (Lee et al. 2014). 

In this paper, we propose a simulation system design 
based on ship manufacturing process including BLK design 
information and resource information as information to 
support decision making in case of a problem in case of 
abnormal situation along with the methods proposed in 
previous studies. 
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Figure 3 illustrates the schematic diagram of a production 
planning system that supports real-time decision making, 
which may be needed on unexpected problems in ship 
production planning. This paper presents a process-based 
ship production system which is modeled in multi-stage to 
solve the abnormal situations and problems that may occur at 
each level. A process-based ship production system for ship 
production consists of 4 modules: "Constraint Structure 
Model," "Work Dispatching Model," "Process-based 
Modeling & Simulation," and "Simulation-based Analysis." 
Then, these sub systems cooperates to support the decision 

making of shipbuilding production such as process planning, 
resource utilization, block re-scheduling and etc. 
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A constraint structure is modeled to generate alternatives that 
can solve problems by collecting and analyzing abnormal 
information in a ship hull production process. First, as shown 
in Figure 4, a process plan for a block can be generated 

Figure 3: Concept of Process-based Ship Production Planning System Modeling
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through BOM (bill of material) information and Activity 
information of the block required for ship production. The 
process plan for a block shows the production schedule and 
constraint information corresponding to the block by
combining the production information of the sub-block and 
the parts of the block with the activity schedule data in 
monthly planning level. The process plan information can be 
utilized to confirm the resource level required for the block
production and to comprehensively manage the whole 
production planning system.

Figure 4: Generation of block process plan through bock 
BOM and Activity Data�

Then, based on the block process plan data, the constraint 
structure according to a GBS (Goal Based Scenario)
methodology is designed. As shown in Figure 5, the GBS is 
a methodology for generating multiple solution alternatives
by combining components to achieve a goal given. Firstly, 
the following 6 elements are considered to create a solution 
alterative to resolve an abnormal situation during ship hull 
production processes: goal, workplace, block, resource, 
schedule, and objective function. Various scenarios are 
created by combining components one for each of 6 
elements. Then, these scenarios are evaluated through the 
“Work Dispatching Modeling” and “Process-based 
Modeling & Simulation” procedures, and the best alterative 
among alternatives in scenario is selected.

Figure 5: Design of Constraint Structure using GBS 
�
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Work Dispatching module is designed to develop the 
schedules of blocks that are used in the assembly shop based 
on the solution alternatives and corresponding information 
provided by a Constraint Structure Modeling module. This 
module exploits the possibility to reduce the completion time 
of assembly work in a spatial resource, by using the more 

resource (or cost) to the process of block assembly. That is, 
some solution alternatives are selected in this module by 
scheduling block assembly processes with satisfaction of the 
constraints from the Constraint Structure modeling. As
shown in Figure 6, Work Discharging Modeling designed 
mathematical model by combining the large assembly block 
schedule and the spatial batch schedule, the program was 
executed using GA (Genetic Algorithm) in order to quickly 
derive the appropriate schedules within an allowable time. 

Figure 6: Work Dispatching Modeling 
�
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Process-based modeling and simulation is a module to 
evaluate and select alternatives based on scenarios, to meet 
the constraints on resource utilization and production 
feasibility of the block assembly works. As shown in Figure 
7, the terms "Unit model", "Integrated Process Network", 
and "Process-based simulation" are introduced to 
respectively express a process plan for a block, a process 
network to integrate the processes for blocks in an assembly 
plant and the executable process model converted from 
integrated process network. First, a unit model means a 
process plan model for a block by integrating information on 
product, process, and resource about the block assembly 
processes. Integrated process network to express the total 
processes for an assembly plant is designed by integrating 
unit models and processes that each unit model has with its 
schedule, according to the schedule of the work dispatching 
algorithm. A IPN (Integrated Process Network) algorithm 
that link individual processes into one integrated process 
network is developed. The integrated process network 
resulted from the PNI is converted into a process model 
which can be executed by simulation. The process-based 
modeling method is a modeling and simulation method that 
can express the specific performance and functions 
performed on each node in a process by redefining the 
forward and backward relationships of systems and 
processes (Jeong and Seo 2015). Then, in this research,
process-based simulation for a solution alternative is 
conducted to evaluate the alternative by using a Petri-Net 
simulation tool. 
�
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Figure 7: Process-based Modeling & Simulation  
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Simulation-based analysis provides a base to evaluate 
alternatives in terms of KPIs (key performance indexes) to
maximize the company profits. As shown in Figure 8, the 
comparative analysis for the alternatives can be possible by
using the evaluating results from process-based simulation. 
The simulation-based analysis evaluates the alternatives for
each scenario. The assessment is performed through the 
standards of KPIs and production analysis for the 
shipbuilding. It provides the most appropriate alternatives for 
abnormal situations, based on the KPIs of the company and 
the current states of the processes.

Figure 8: Simulation based Analysis 
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Research for supporting decision making according to 
abnormal situations in shipbuilding environment is very 
important. The shipbuilding production requires advanced 
system that can comprehensively analyze diverse 
information because of complex problems many different 
constraints and processes. In this paper, we propose a design 
of process-based ship production process system modeling 
including information such as Block, Facility, and Schedule 
to support decision making from abnormal situation and 
problems at large assembly processes, which are the major 
processes of the ship production. As a result, the system 
presented in this paper can provide information to support 
decision making based on the relations among sub-systems. 
Further research is being carried out to implement the system. �
�
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The growing demand for individualized consumer goods and 
the increase in production volume variations raise the level 
of complexity in assembly systems. As a result, people that 
work in such assembly systems have to cope with the 
flexibility requirements with respect to the assembly 
processes. The first step in complexity management is to 
measure the level of complexity. This paper presents the 
development of a complexity measure for the work of 
assembly teams in One-Piece-Flow assembly systems. The 
measure is conceptually developed and implemented into a 
3D simulation model1 of a One-Piece-Flow system. 
Furthermore, simulation studies are conducted to evaluate 
the plausibility of the complexity measure. The results 
indicate that the measure is able to capture the complexity of 
the work of assembly teams. Furthermore, initial results of a 
practical application of the measure are presented. 
 
�
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The digital transformation forces companies to rethink their 
products and value creation processes. In the context of 
advanced manufacturing, innovative technologies are used to 
enable the production of individualized products that are 
increasingly equipped with mechatronic components (Schuh 
et al. 2017). This causes an increase not only in product 
complexity, but also in the structural complexity of 
companies (e.g. the number of processes).  
The companies are confronted with different challenges 
during these developments: permanent product innovation 
pressure, rapidly changing and hardly predictable customer 
requirements, a continuously rising number of variants as 
well as strongly fluctuating sales figures (cf. Spath et al. 
2013). Hence, producing companies are subject to highly 
competitive environments in an increasingly dynamic and 
volatile market. This calls for a short cyclical and rapid 
adaption of production processes and structures. Current 
efforts in the automotive industry aim at modular assembly 
structures that are not rigid and offer free flow assembly 
processes with respect to the assembly sequence (e.g. AUDI 
2017). 
To capture the complexity level of such assembly systems 
and of single assembly stations, numerous complexity 

measurement approaches exist in literature (see e.g. Bednar 
& Modrak 2014; ElMaraghy et al. 2012, Alkan et al. 2018). 
However, as shown in the next section, no complexity 
measure exists that captures the process-oriented complexity 
of the work of assembly teams. Many measures already 
focus on single assembly stations, but do not take the whole 
assembly flow and the interactions amongst the team 
members into account. If such a measure existed, work 
designers would be able to conduct studies on “optimized” 
levels of complexity for people working in assembly. 
Furthermore, the measure could be applied in early planning 
stages, if it was implemented into simulation models of 
assembly lines. To adapt existing measures for this purpose 
and to evaluate their usefulness, the paper is structured as 
follows:  
Initially, existing complexity measures in the context of 
assembly systems are described and systematized. 
Subsequently, a measure to capture the complexity of the 
work of assembly teams is developed and explained. The 
implementation of the measure into a 3D simulation model1 
of a One-Piece-Flow assembly system is outlined and first 
results of the application of the measure are presented. 
Simulation studies are used to evaluate, whether the 
complexity measure is capable of capturing the complexity 
level adequately. The paper ends with a conclusion, critical 
discussion and outlines further research steps. 
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Even though the term “complexity” is used in specific ways 
within different research disciplines, system theory is often 
employed to describe complexity (Hoeschen 2015). A 
complex system consists of many elements and is 
characterized by distinct interactions (Shalizi 2006, Simon 
1996). Relevant literature on system theory outlines that 
certain characteristics of complex systems are: the number 
and type of elements and interactions, the change rate of the 
system structure and uncertainty of current and future system 
states as well as emergent events (multiple complexity 
definitions are presented e.g. in Hoeschen (2015), Blockhus 
(2010), Latos et al. (2018)). 
A variety of approaches for measuring complexity in 
assembly can be found in literature. These approaches can be 
classified into entropic-information approaches, 
computational metrics/ heuristics and axiomatic design 
(Bednar & Modrak 2014; ElMaraghy et al. 2012). 
Subsequently, the main classification groups are elucidated 
and it is evaluated, if they can be adapted to develop the 
complexity measure for cooperative forms of work which 
can be applied already in early assembly planning phases: 
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Entropic-information approach 
The entropic-information approach was introduced by 
Shannon (1948) and quantifies complexity in bits as unit 
based on the assessment of uncertainty of information about 
system variables. Information-based measures provide 
comparable values for objective complexity. Frizelle & 
Woodcock (1995) first applied the approach of entropy to 
production. They measure the complexity of different 
production processes, machinery and layouts. This measure 
already focusses on assembly processes and summarizes the 
complexity level in one key figure. However, it has not yet 
been adapted to consider cooperative forms of work. 
In terms of assembly, Ahmad et al. (2016) quantify the 
assembly complexity with respect to the mountability of the 
components and the assembly sequence using Shannon`s 
entropy. The measure is very suitable for regarding detailed 
assembly tasks and products, but does not mainly focus on 
the overall assembly flow. 
�
Computational metrics/ heuristics 
To quantify the manufacturing system complexity derived 
from the system configuration layout, graph theory can be 
applied (ElMaraghy et al. 2012). Approaches based on graph 
theory rather focus on structural complexity of a production 
layout. They do not explicitly take dynamic processes within 
the actual assembly flow into account. ElMaraghy and 
Urbanic (2003; 2004) consider quantity, diversity and 
content of information to quantify product, process and 
operational complexity with focus on the operating person. 
Even though the operator is in focus, objective complexity is 
measured by the methods mentioned. However, the 
ComplexityIndex developed by Mattsson et al. (2013; 2014) 
uses a questionnaire to measure subjective assembly 
complexity, which is perceived directly by the operator. 
Zeltzer et al. (2013) measure complexity on a workstation 
level for mixed model assembly systems and consider 
different complexity driving aspects (e.g. number of tools 
being used). All these approaches are very suitable for 
complexity assessments in existing manufacturing systems. 
In early planning phases, the required parameters for the 
measure are not available so that it is difficult to apply them 
when planning. Moreover, most of the measures rather focus 
on assembly stations than on the overall assembly process. 
Su et al. (2010) integrate a process complexity factor as well 
as a factor that determines the complexity induced by the 
product design into a method for predicting the frequency of 
assembly errors. During the planning stage, the empirically 
determined criteria for high and low complexity of the basic 
assembly complexity can also be applied to reduce assembly 
errors (Falck et al. 2014, 2017). This approach, which is 
employable in planning, focusses on single assembly tasks 
and not on the overall assembly flow for one product or the 
work process of an assembly team. 
 
Axiomatic Design 
An alternative approach is Axiomatic Design. Suh (1999) 
differentiates between time-dependent and time-independent 
complexity. Complexity is defined as the probability of 
design parameters meeting previously defined functional 
requirements, which can relate to production systems, 
products, processes or even work steps. These probabilities 
are quantified based on Shannon information entropy. 

All in all, no complexity measure exists that captures the 
complexity of the work process of an assembly team. Some 
measures already focus on complexity of technical assembly 
processes. However, they do not focus on the interactions of 
the assembly team members during the work process. 
Moreover, some methods have been validated with case 
studies. None of the presented measures was validated via 
employing simulation studies. General measures based on 
information theory, which have not initially been designed 
for complexity measurement in assembly, are able to 
consider the whole assembly process and could be already 
applied during assembly planning. They only require 
probabilities of the system being in certain states as input. 
Therefore, it seems promising to adapt an entropic-
information approach to assess the complexity of the work 
process of assembly teams. 
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Complexity measures based on the entropic-information 
approach according to Shannon (1948) have been adapted to 
measure the complexity in manufacturing systems, 
especially the complexity of machines (ElMaraghy et al. 
2012). The measure defines complexity as the entropy of the 
distribution of a machine α being in the states i (equation 1, 
in analogy to ElMaraghy et al. 2012): 
 

Cμ =    (1) 
 

Cμ = statistical complexity 
 = state i;  

 = probability of machine α being in state i 
 
The statistical complexity measure Cμ is expressed in bits 
and can be interpreted as the average amount of information 
that is stored in the process (ElMaraghy et al. 2012). The 
measure represents a degree of uncertainty. The single 
logarithmic function for one state is an inverted u-shape and 
has its maximum where the probability for the system – of 
either being in that specific state or not (bipartite system) – is 
50 %. In this most uncertain case, it is most difficult to 
predict, whether the system will be in the regarded state or 
not when the attempt is made to predict the system status for 
the next time step.  
This measure is adapted to measure the complexity of the 
work process of an individual operator in assembly. It is 
defined as entropy complexity measure of the probability 
distribution of employee e being in the states j (equation 2). 
In this article the states were defined as the following tasks 
which the operator may execute during the assembly 
process: assembling a product, pushing an assembly dolly, 
waiting since the assembly process is blocked and waiting 
due to overtaking maneuvers. 
 

Cμ =    (2) 

 
Cμ = statistical complexity 

 = state j;  
 = probability of employee e being in state j 
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The initially presented measure to capture the complexity of 
one machine can be expanded to measure the complexity of 
a system that consists of components, e.g. several machines, 
by adding the dimension of components into the total 
formula, as shown in equation 3 (Deshmukh et al. 1998, 
Frizelle & Woodkock 1995, ElMaraghy et al. 2012): 
 

Cμ =    (3) 
 

Cμ = statistical complexity 
i = state i;  
k = component (machine) k;  

 = probability of machine k being in state i 
 
This measure is adapted to measure the complexity of the 
work of an assembly team. Therefore, the existing measure 
is further developed by using it to consider the complexity 
level of the work processes for a group of employees. The 
individual complexity measure for one employee in equation 
2 is expanded by the dimension of team members e that 
work in the assembly team with set E of employees in the 
team. The final complexity measure of the work process of 
an assembly team in a One-Piece-Flow system is presented 
in equation 4: 
 

Cμ =    (4) 
 

Cμ = statistical complexity 
j = state (task) j;  
e = employee e of the assembly team;  

 = probability of employee e being in state j 
 
In order to evaluate the plausibility of this new defined 
complexity measure of the work process of an assembly 
team in a One-Piece-Flow system with simulation studies, 
the measure was implemented into a 3D simulation model. 
 
��
����
����	
�	�������������� �
�	�����
�����������
����������	
��	����
 
A process-oriented and personnel-integrated 3D simulation 
model of a One-Piece-Flow assembly line was chosen as 
basis for the simulation studies. The model was originally 
developed for a washing machine assembly line of a 
manufacturer of white goods in Germany. The model is 
explained in detail in Latos et al. (2017). The processing 
logic of the single workstations is modeled by employing 
colored and stochastic Petri Nets. Three working modes 
(according to Arzet, 2005) of a One-Piece-Flow system were 
implemented in the Petri Net. In all modes, a work station is 
blocked as soon as an operator starts to assemble there. After 
completing the assembly step, the station is unblocked for 
the following person. In total, the line has 34 work stations. 
In the first mode, the operators are allowed to overtake each 
other during the assembly process which is triggered by 
comparing their modelled performance indexes. The second 
mode does not allow overtaking. Finally, the third mode 
divides the line into predefined sections. The operators are 
assigned to single sections so that they only assemble a part 
of the product. In between the sections, buffers are 
integrated, which act as points where the operator hands over 
the product to the next colleague. The first working mode is 

used to evaluate the complexity measure. Overtaking 
maneuvers cause more interactions between the employees – 
these are characteristic for complex systems (c.f. section 2). 
For each task, the simulation uses proper MTM-UAS 
(Universal Analyzing System) task execution times. Because 
real assembly times vary, a beta distribution of the assembly 
times is implemented in the model. The simulation model 
calculates the assembly times in every station by multiplying 
the corresponding beta-distributed assembly time with the 
overall performance index and a station-wise performance 
index for every operator. During the simulation runs, all 
specific task types that each operator performs, along with 
their duration, are captured by the simulation model. In 
addition, general performance measures, such as output or 
throughput times, are tracked. The following task types were 
measured for all employees in the model: assembly, 
travelling (pushing of the assembly dolly) and waiting (this 
includes waiting because an assembly station is blocked and 
waiting because of an overtaking maneuver). It is important 
to remember that, for example, the assembly time is also 
influenced by the operator’s abilities (modelled in 
performance indexes) or by disturbances in the assembly 
process. The specific task times are then converted into 
percentage ratios with respect to a whole shift. 
The complexity measure was programmed as a further 
performance measure of a shift. Initially, the complexity 
measure is calculated for every single operator according to 
equation 2. Then, the single measures are summed up 
according to equation 4 to calculate the complexity measure 
of the whole assembly team. The complexity measure is 
saved for every replication (repeated simulation run for a 
specific scenario). The single complexity measures are used 
to calculate statistical key figures, such as the mean, standard 
deviations and confidence intervals. The statistical 
evaluation of the plausibility of the complexity measure 
depends on the number of replications. Therefore, a 
sufficient high number of replications per scenario has to be 
determined. 
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In order to evaluate the plausibility of the complexity 
measure, the characteristics of complex systems (section 2) 
are considered: it was stated that the level of complexity 
rises with the number of elements and the number of 
interactions between the elements in a system. Since the 
measure captures the complexity of the system “assembly 
team”, the number of elements is the number of operators. 
These operators have interactions during the assembly 
processes. For example, stations are blocked by other 
operators or overtaking maneuvers due to the performance 
indexes of the operators take place. According to equation 4, 
the complexity measure should increase, if the number of 
persons in the team increases. Therefore, the following 
proposition is formulated: 

& 7 5"!" %� �/ The higher the number of operators in the 
assembly team, the higher the level of complexity of the work 
process of the assembly team will be. 
If the number of persons in the system rises, the number of 
interactions will also increase. With respect to the 
phenomenon of emergent events, it is assumed that more 
dynamic interaction processes will take place so that 
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unexpected events will occur. Therefore, the variation in the 
output and complexity measures should increase, as the 
number of persons in the system increases. 

& 7 5"!" %� �/ The higher the number of persons in a 
system, the higher the variation of the complexity measure 
will be. The same proposition is made for the output 
measure. 
Finally, it was outlined in section 2 that complexity is also 
caused by the type and difference between system elements. 
The operators, as system elements, are modelled with 
different performance indexes. It is assumed that the 
individual complexity levels differ between operators with 
high and low complexity levels. This is assumed because the 
performance level affects, whether overtaking maneuvers 
will take place. Therefore, this has an impact on the ratio of 
assembly time. 

& 7 5"!" %� 4/ Operators with low performance indexes 
have a different individual complexity level in comparison to 
operators with high performance indexes. 
To evaluate the complexity measure and test the propositions 
with simulation studies, the number of replications per 
simulation run has to be set. Therefore, a power analysis for 
a pairwise comparison between one scenario with one of the 
two nearest other scenarios was conducted in GPower (Faul 
et al., 2009). The following parameters were used as input 
parameters for the power analysis for an independent sample 
t-test: A very small standardized effect size Cohen’s d = 0.20 
(cf. Cohen, 1988), a two-sided significance level α = 0.05, 
and a high target level of power of 0.95 (see Cohen, 1992). 
The power analysis yielded a required sample size of 651 
replications per scenario. Every replication represents one 
shift simulation. Consequently, a simulation study was set up 
that repeatedly (651 times) estimated the complexity and the 
output for 25 scenarios (one to 25 employees). Nonlinear 
regression models with the number of employees as 
predictor and output, respectively complexity, as criterion 
were fitted to the data. This approach was chosen, since it 
enables a comparative evaluation of all scenarios. A second-
order polynomial was used to fit both distributions (see 
Figure 1 and Figure 2). Both regressions explain substantial 
variance in their respective criterion: R2 = .99 (p < .001) for 
output as well as for complexity (analyses with IBM SPSS 
Statistics 23). The left-hand sides of the figures show the 
mean and standard deviation (for better visualization, two 
standard deviations are displayed) of the output and 
complexity measure for each number of employees; the 
right-hand sides of the figures show the respective curves 
fitted to these means as well as the equations. 
�

 
 

Figure 1: Output per shift depending on the number of 
employees in the assembly system (651 replications per 

scenario; with overtaking) 

 

 
 

Figure 2: Complexity measure of the work process of the 
assembly team depending on the number of team members 
in the assembly system (651 replications per scenario; with 

overtaking) 
 
The output curve flattens, which can also be seen in the 
polynomial in Figure 1. This flattening occurs, if too many 
employees are in the assembly system and too many 
blocking events occur. Consequently, the ratio of assembly 
time diminishes. This phenomenon can also be seen in the 
complexity curve (Figure 2), whereas the diminishing 
assembly ratios cause that the complexity measure increases 
in a quadratic manner. This is confirmed by the polynomial. 
Therefore, proposition 1 is retained at this point. 
 
From a descriptive point of view, the standard deviations, 
which are represented in two standard deviations in Figure 1 
and Figure 2, seem to increase in both output and complexity 
curves. Yet, further empirical investigation is needed to 
confirm this. So far, proposition 2 is retained. 
 
On the basis of these findings, a nonlinear regression model 
was developed and fitted to the data with the complexity 
measure as predictor and the output per shift as criterion. A 
fourth-order polynomial was used to fit the relationship. 
Figure 3 illustrates the result and presents the polynomial. 
The higher the complexity, the higher the output becomes. 
However, the output flattens, whilst the complexity measure 
increases. Figure 4 summarizes the findings as 3D plots. 
 

 
 

Figure 3: Output per shift depending on the complexity 
measure of the work process of the assembly team  

(651 replications per scenario; with overtaking) 
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Figure 4: Output per shift, complexity measure of the work 
process of the assembly team and the number of employees 

in the assembly team as 3D plots from two perspectives (651 
replications per scenario; with overtaking) 

 
Furthermore, the complexity level, that arises for the 
employee with the lowest and highest performance index in 
every simulation replication, was also estimated with respect 
to the number of employees in the assembly team and is 
depicted in Figure 5. In this case, no overtaking during the 
assembly process was allowed. This setting was chosen, 
since it was assumed that this working mode of a One-Piece-
Flow system will mostly affect the ratios of assembly time 
when comparing the two employees. It is noticeable that the 
complexity level of the person with the highest performance 
index increases rapidly and remains on a high level whilst 
the number of employees increases. The curve represents 
that this person spends a considerable time of the shift 
waiting for employees with lower performance indexes in 
the next assembly station to finish work there. The faster 
employee is blocked, since no overtaking is allowed. In 
contrast, the person with the lowest performance level 
exhibits a relatively low complexity level, which is retained 
up to 20 employees in the system. From this point on the 
system is too full so that this complexity level also increases. 
This curve progression can be explained in such an extent 
that all other persons will queue up behind this person. 
However, since no overtaking is allowed, the person will be 
able to continue the assembly process at all next stations. Of 
course, this constellation could effectuate social tensions 
amongst the employees so that the productivity of the person 
with the lowest performance level could also decline. In turn, 
the individual complexity measure of this person would 
increase. The findings indicate that proposition 3 can be 
retained at this point. 
 

 
 
Figure 5: Individual complexity measure of the person with 
the highest performance index (left) and the person with the 
lowest performance index (right) depending on the number 
of team members in the assembly system (651 replications 

per scenario; without overtaking) 
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In this article, a new measure was described to capture the 
complexity of the work of assembly teams in One-Piece-
Flow systems. The measure focusses fully on cooperative 
forms of work and on assembly processes. It does capture 
different activities during the assembly process and 
calculates the complexity level with respect to a whole shift. 
The complexity level is represented by one key figure in the 
unit bits. This makes it easy to compare different scenario 
settings. Further descriptions and interpretation guidelines 
would facilitate the application for practitioners. 
The plausibility of the measure was evaluated with 
simulation studies. However, the evaluation procedure 
should be complemented with ongoing statistical analyses. In 
this context, the propositions may be formulated as 
hypotheses and should be evaluated with appropriate 
statistical test methods. Further research steps will include 
the comparison of different working modes of a One-Piece-
Flow system (overtaking; no overtaking; group-wise 
assembly). Moreover, a combination of different complexity 
assessment methods with respect to the level of detail 
(assembly process vs. assembly station considerations) 
within different planning phases should be merged into an 
holistic approach. 
Also, future studies will have to show, whether this measure 
is transferrable to other assembly systems. In this context, it 
must be stated that the interpretation of the complexity 
measure always has to be conducted with a differentiated 
view: the interpretation depends on the task types that are 
predefined for the complexity measure. In this case, the two 
task types (travelling and waiting), beside the assembly task, 
were non-productive task types. When these tasks had larger 
ratios, and therefore diminished the assembly ratio towards 
50 %, the complexity key figure increased. If other important 
task types were to be defined, such as “quality control”, the 
measure should be reinterpreted. This leads to the final 
remark that complexity can have negative as well as positive 
effects in a work system. On the one hand, it may cause 
overstraining work conditions for employees; on the other 
hand, it may also make job contents more challenging and 
interesting. 
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This paper presents the development of a complexity 
measure for the work process of assembly teams in One-
Piece-Flow assembly systems. The measure is developed on 
the basis of Shannon’s entropy approach. Furthermore, the 
measure is implemented into a 3D simulation model of a 
One-Piece-Flow system. Simulation studies are conducted to 
evaluate the complexity measure. The results show that the 
measure is capable of capturing the complexity of the work 
process of an assembly team. The measure can be used in the 
context of work design to provide work systems with a good 
tradeoff between output and complexity key figures. 
Furthermore, the measure is used to present results of an 
initial practical application of the measure. Field studies will 
have to show whether this measure can be integrated into 
useful preventive analysis procedures in early stages of work 
system planning. 
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ABSTRACT 
 
In this paper, a stochastically deteriorating production system 
is studied under condition-based maintenance. Periodic 
monitoring is carried out to observe the degradation level of 
the system. If the degradation level exceeds failure threshold, 
nonconforming items are produced and a high corrective 
maintenance cost is incurred. Preventive maintenance actions 
are performed to reduce the possibility of failures. By 
considering inspection interval, preventive maintenance level 
and lot-size as decision variables, an integrated model is 
developed to minimize long-run average cost rate consisting 
of inspection costs, maintenance cost, cost of producing 
nonconforming items, inventory holding cost and setup costs. 
An illustrative example is presented to analyze the model. 
 
INTRODUCTION 
 
Condition-based maintenance (CBM) is an approach which 
recommends maintenance actions according to the current 
status of the production system through condition monitoring 
(Jardine et al., 2006). Due to the development of the sensor 
technologies, the current degradation level of the 
manufacturing systems can be monitored.  The other 
maintenance approaches are classified as unplanned 
(breakdown) maintenance and time-based (planned) 
preventive maintenance (Martin, 1994). Unplanned 
maintenance takes place when a failure occurs. In this case,  
unexpected failures can interrupt the production plan and 
cause lost sales. Thus, it is an inefficient approach. Under 
time-based maintenance, periodic preventive maintenance 
actions are performed at certain points in time to reduce the 
possibility of failures. The current health status of the system 
is not taken into account. Therefore, unnecessary preventive 
maintenance actions could be done when there is remaining 
health of the system. CBM can eliminate these unnecessary 
maintenance actions by taking maintenance actions according 
to the state of the system through conditional monitoring. 
 
The degradation of the components can either be monitored 
via continuously, periodically or non-periodically. 
Continuous monitoring gives real-time data about the 
degradation level of the system. However, in some production 
systems like pipelines buried underground in oil and gas 

industries, performing continuous monitoring is not 
applicable (Alaswad and Xiang 2017). These systems can be  
 
monitored at certain points in time to assess the degradation 
level of the components. For the cases where the inspection 
costs are high, an economic inspection policy needs to be 
found to reduce the overall cost. 
 
Ben-Daya and Makhdoum (1998) consider an integrated 
production and quality model for different inspection policies. 
The deterioration process is modeled by a hazard rate 
function. Another integrated optimization of lot-sizing and 
preventive maintenance level, is developed by Ben-Daya 
(2002). The age-based maintenance policy is applied. In that 
model, optimal preventive maintenance level and inspection 
intervals are found to minimize the total cost of production 
and maintenance. Chen (2013) constructed a model to 
optimize EPQ and preventive maintenance level under 
Weibull shock model. Jafari and Makis (2015) studied 
optimal lot-sizing and preventive maintenance policy where 
the deterioration is modeled by the proportion hazards model. 
 
In the literature, joint optimization EPQ and CBM has been 
studied. Peng and Van Houtum (2016) proposes a model to 
jointly optimize the total cost rate associated with the 
production lot-sizing and condition-based maintenance.  In 
their model, they assume that the degradation process is 
continuously monitored and it is modeled as a continuous time 
and continuous state stochastic process. Khatab et al. (2017) 
develop a model to minimize long-run average cost rate of 
total production and maintenance costs by finding optimal 
values of preventive maintenance level and inspection 
intervals. Gamma process is used for modeling the 
degradation. However, the lot-size is not optimized. Cheng et. 
al (2017) develop a model for joint optimization of lot-sizing 
and CBM for multiple dependent items that are economically 
dependent. Inspections are carried out at the end of the 
production lots.  They use simulation and a genetic algorithm 
to find the optimal values of lot-size and preventive 
maintenance level. 
 
In the literature, periodic monitoring has not been considered 
for the optimization of lot-sizing and CBM. In this study, an 
integrated model is developed to optimize production and 
maintenance costs simultaneously under condition-based 
maintenance where the system is monitored periodically to 
observe the degradation level. The degradation of the 
component is modeled as a stationary Gamma Process which 
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fits well for modeling temporal variability of deterioration 
(Van Noortwijk, 2009). A considerable cost is charged for 
each inspection so it is necessary to determine an optimal 
inspection interval in order to minimize the total cost rate. 
Nonconforming items are produced in case the system 
degradation level exceeds the failure threshold. Additional 
cost is incurred due to the production of nonconforming items. 
The setup cost, inventory holding cost, preventive and 
corrective maintenance cost, inspection cost and cost of 
producing nonconforming items are considered for the 
minimization of the total long-run average cost rate. 
 
MODEL DESCRIPTION 
 
A single component and single item production system is 
considered in this paper. The deterioration level of the 
component can only be observed upon completion of the 
production lot and it is modeled as a stationary Gamma 
process ����� which is a monotonically increasing function. 
The system is out of control when the degradation level 
exceeds failure threshold ��. In this case, nonconforming 
items are produced and additional cost is incurred for the 
production of each nonconforming item. We assume that the 
manufacturing system produces at a constant production rate 
� and a constant demand rate 	. 
 
In the model, the time length of production for a lot �
��� 

�� � 	��
�, the preventive maintenance threshold �� and the 
inspection interval � are the decision variables that should be 
determined to minimize the long-run average cost rate 
���� �
� ���. The frequency of inspection �, is an integer 
multiple of the time length of production �
. Inspections are 
carried out at times �� ��� ���when the production of a lot ends. 
Deterioration occurs during the production time so its level 
remains same during the idle time of the lots which starts after 
the inventory level �����reaches �� � 	��
. Initial inventory 
level is assumed to be zero. Preventive and corrective 
maintenance actions take a fixed amount of time � and carried 
out during the idle times in order not to interrupt the 
production. It is assumed that after preventive and corrective 
maintenance, the system is “as good as new”. 
 

 
 

Figure 1. Sample degradation path crossing preventive 
maintenance level 

 
 

Figure 2. Inventory level in one cycle in case of preventive 
maintenance  

 
A sample degradation path with respect to production time, is 
presented in Figure 1. �� is the preventive maintenance 
threshold; if the degradation level is observed to be higher, 
then preventive maintenance is performed. In Figure 1, since 
���� is between �� and ��  at time ��, preventive maintenance 
is performed right after the ��� inspection to avoid failure and 
costly corrective maintenance. In this graph, only production 
time is considered because the degradation level remains 
unaltered during the idle times. The corresponding inventory 
level with respect to the total time ��, is shown in Figure 2. 
The setup cost ��� is incurred for each production lot. Time �� 
consists of production and idle times. 
 

 
 
Figure 3. Sample degradation path crossing failure threshold 

level 

 
 

Figure 4. Inventory level in one cycle in case of corrective 
maintenance 
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The path in Figure 3 illustrates the case where corrective 
maintenance actions are to be performed at the end of the ��� 
inspection. The deterioration does not reach the level �� 
before the �� � ���� inspection. In the production of the lot 
corresponding to the ��� inspection, it exceeds the failure 
threshold. Thus, nonconforming items are produced which 
incur additional costs. Figure 4 shows the corresponding 
graph of inventory level over total time. 
 
Notations 
 
  index of inspection intervals �
� inspection interval 
� constant production rate �
	 constant demand rate�
�
 production time for a lot 
� lot-size 
� constant duration of predictive and 

corrective maintenance (� ! ��"
# � �
) 

���� degradation level of the production system 
at time�� 

$�%� � � &� cumulative distribution function of 
�����' ���&� 

(�%� � � &� probability density function of �����' ���&�
  

�� predetermined threshold level for 
preventive maintenance 

��  failure threshold level 
�� inventory holding cost per unit of time  
�) cost for one inspection 
�� setup cost per lot 
�*+ cost of producing one nonconforming unit 
�� cost of the predictive maintenance action 
�+ cost of the corrective maintenance action 
,� first passage time to the failure threshold 
- percentage of producing nonconforming 

items when the degradation level is above 
�� 

./0+1 expected setup cost per cycle 

./2+1 expected inventory holding cost per cycle 

./3+1 expected maintenance cost per cycle 

./4�+1 expected cost of producing nonconforming 
items per cycle  

./,1 expected cycle length 

./�1 expected total cost in one cycle 
���� �
� ��� long-run average total cost per unit of time 
 
FORMULATION OF THE OPTIMIZATION MODEL 
 
The degradation of the component is modeled as a stationary 
Gamma process with shape and scale parameters - and 5 
respectively. It suits well with condition-based maintenance 
models where inspections are carried out in discrete time 
points (Van Noortwijk, 2009). The density function of the 
deterioration of ���6� � ���7� between times �6�and �7 is as 
follows: 
 

(�%� �6 � �7� 
 %���89�:�;96�<=>��� %
?�

@���6 � �7����?��89�:�;��
�

����
 

and the cumulative density function is computed by the 
equation, 
 

$�%� �6 � �7� 
 @���6 � �7������ %?�
@���6 � �7��� �

�
����

 
where @���6 � �7���� is the gamma function and @���6 �
�7���� A

B� is the lower incomplete gamma function. The 

cumulative density function of the first passage time to failure 
threshold�,�� is 
 
C��� 
 DE,� ! �F 
 DG���� H ���I 
 $���� �� �J� 

 
The density function of the first passage time to the failure 

threshold is K��� 
 #
#� $���� ��L Khatab et al. (2017) express 

this density function as 
 

K��� 
 �
@���� M/NO�P� � Q����1P;�96

R

S�?

 

 
T <=>��P� 	P� 

 
 
 
 
 

�U� 
 
where Q�P� 
 	�V�@�P�� 	PW  is the digamma function. 
 
After either preventive or corrective maintenance, the 
degradation level becomes zero. Figure 2 shows an example 
of a renewal cycle. After the maintenance action is completed 
and the inventory level becomes zero, the renewal cycle 
restarts. The renewal reward theorem is used to compute the 
long-run average cost rate by dividing the average total 
accumulated cost in a renewal cycle by the average cycle 
length. 
 
The expected cycle length is calculated by finding probability 
of the event that degradation level is lower than �� before 
� � ���� inspection and it exceeds �� between  � � ����  and 
 ���inspections (Figure 1). It is given by 
 

./,1 
 X  ��
	

R

YZ6
M (�%� � � ����
S[



 

 
$\��� � %� ��	% 

 
 
 
 
��]� 

 
where (��� 	W  is the total time length between two 
consecutive inspections. 
 
The expected inventory holding cost per cycle is computed by 
 

./2+1 
 ��./,1 �� � 	��

�  �^� 

 
The expected sum of inspection and maintenance cost per 
cycle is, 
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R
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a��+ � ���$\��� � %� ��	% 

 
 
 
 
 
 

 
�b� 

 
where the probability of performing  maintenance right after 

the  �� inspection is c (�%� � � ����$\���
S[

 � %� ��	%. The 

probability of performing corrective maintenance in a cycle  is 
as follows:  
 

DG.Y+I 
 DE���� �� d ����e���� � ���� f ���F�
�


 M (�%� � � ����$\��� � %� ��	%
S[



�

�
�
�

�g��
 
The expected setup cost per cycle is given by 
 

./0+1 
 ��
./,1

���
h	� �i� 

 
where ���
h	� is the time length of one production lot. 
 
If the degradation level �� �� is observed to be % at any 
inspection, then  probability density function of the remaining 
time to failure ,�  given that �� �� 
 %, is as follows: 
 

K�%� �� 
 	
	� DE,� ! �j��k� 
 %F 

 

��������������
 	
	� $��� � %� �� 

 
 
 

��k� 

 
The conditional density function of ,�  given that .Y+ can be 
expressed as  
 
(lm�� � ��� a �n.Y+� 


 c (�%� � � ����K�%� ��	%S[



DG.Y+I  

 
 

���� 

 
By using the above probability, the expected cost of producing 
nonconforming items given the event .Y+ can be calculated as 
 

./4�+n.Y+1 


 �*+�� M�� � ��
�




c (�%� � � ����K�%� ��	%S[



DG.Y+I 	� 
 
���� 

 

where � is the percentage of the produced nonconforming 
items and �*+ is the cost of producing a nonconforming item. 
After the degradation level reaches ��, nonconforming items 
are produced up to the time of  �� inspection. An example path 
is shown in Figure 3. By multiplying the above equation by 
DG.Y+I for each inspection�  and summing over all 
probabilities, the expected cost of producing nonconforming 
items is computed. It is expressed as 

./4�+1 
 X �*+�� M M �� � ��
S[
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For each value of the inspection interval �� 
 V�
), the 
optimization problem is to minimize the long-run expected 
cost rate C(�� �
� ��) by finding the optimal values of �
� �� 
subject to the constraint that idle time period �� � 	��
 	W , is 
longer than the time length of the predictive and corrective 
maintenance actions. Otherwise, shortages occur. The model 
is as follows: 
 
o V o pq���������� �
� ��� 

&Prsqt���u�
 

�� � 	��

	 �d � ���U� 

�� d k ����]� 

�� � �� d k� ��^� 

 
where the long-run average cost rate is, 
 

���� �
� ��� �
 ./�1
./,1 

 

�����������������������
 ./2+1 a ./3+1 a ./0+1 a ./4�+1
./,1  

 
 
 

��b� 

 
and the optimal objective function value of the above 
optimization problem is ���� �
v� ��v�L 
 
The optimal long-run average cost rate of ���� �
� ���, is 
found by solving the optimization problem for each value of 
� 
 �
� ��
� � � 3�
 where 3 is a sufficiently big integer. 
Thus, the optimal value is, 
 
����v �
v� ��v� 
 wxOyZ�"�7�"���z�"

���� �
v� ��v� ��g� 

 
The objective function of the optimization problem is 
differentiable. Examples of different data sets show that the 
objective function is not convex so the local minimums might 
not be the global minimum. The Frank-Wolfe algorithm is 
used to solve this problem (Hillier and Lieberman 2001). The 
algorithm uses the linear approximation of the nonlinear 
objective function  that are obtained by the first-order Taylor 
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series expansion. Different initial points are chosen to find the 
local minimum with the smallest objective function value. 
 
AN ILLUSTRATIVE EXAMPLE 
 
A computational result of the model is presented in this 
section. The deterioration of the system ���� is modeled as a 
stationary Gamma process. The shape and scale parameters 
are � 
 �L� and ? 
 kLg  respectively. Inspection interval �, 
is set as the integer multiple of �
. Thus, inspections are 
carried out right after the completion of the production. The 
inspection, preventive maintenance and corrective 
maintenance costs are �Y 
 �k, �� 
 �k���and �� �
 �]]kL� 
The cost of producing nonconforming items is��*+ 
 �kkL  
Failure threshold level of the component is set as  �� 
 ]L�]L 
The constant production and demand rates are � 
 �� and 	 

�� respectively. Inventory holding cost per item per unit time  
�� 
 ]. The setup cost per lot is �� 
 ]k. Time length of the 
preventive maintenance and corrective maintenance actions is 
� 
 �LJi. 
 
A solution, ��v 
 �LUi� �
v 
 �Lb�^J� �v 
 �
v, is obtained by 
the Frank-Wolfe algorithm. The model is solved for each 
inspection interval which are � 
 �
� ��
� � 3�
L�Optimal 
values of �� and �
 are found for each inspection interval (� 

V�
� and the one that minimizes the long-run average cost rate 
is chosen as an optimal solution. The long-run average cost 
rate with respect to  �� and �
�is shown in Figure 5. 
 

 
 

Figure 5.  ��� 
 �
�� �
� ��) with �� 
 ]L�]� { 
 �L�� 
��r 
 kLg 

 
CONCLUSION 
 
In this study, a model is constructed for the joint optimization 
of lot-sizing and condition-based maintenance. Degradation 
process of the production system is modeled as a stationary 
Gamma process. Inspections are done periodically to observe 
the degradation level. Inspection cost is considerable so 
appropriate length of inspection period needs to be selected to 
minimize the overall cost rate. Maintenance actions are 
conducted in idle time periods in order not to interrupt the 
production plan. Renewal Reward Theory is used to compute 
the average long-run total cost rate. For a given �, optimal 
values of �� and �
 are found by solving optimization 

problems with a nonlinear objective function and linear 
constraints. The Frank-Wolfe algorithm is used to solve this 
problem. Enumeration is done on � to find the minimum value 
of the cost rate. 
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ABSTRACT
Supply chain management in the collaborative supply
chain requires that all actors of the supply chain must
understand the interests of all actors so that they get the
best from the entire supply chain. The bullwhip effect
is often a consequence of a misunderstanding among ac-
tors, and beer game shows exactly this effect. However,
this game does not consider the order cost, meaning the
cost a preparing an order. This order cost should disrupt
the supply chain management, because each actor seeks
to minimize this cost by reducing his number of orders.
Therefore, suppliers get orders that are not linked to the
demand of the end customer. We developed a game, based
on beer game that includes this order cost, and we found
a model to solve this optimization problem of the supply
chain. In this paper, we present the simulator we used,
our problem modeling, as well as the solver we created to
solve the problem and we comment our results.

1 INTRODUCTION
The supply chain management is the subject of many stud-
ies and to understand it, a game has even been invented
for MIT students by Jay Forester [5]. His game allows to
illustrate the bullwhip effect [2]. We observe that when
the retailer in the supply chain, increases a bit his order
quantity, an amplification of the order quantity runs until
the manufacturer.
In the Jay Forrester model, the beer game, there is no
order cost, then we developed a game based on the beer
game with this order cost. Thus, users are encouraged to
order more than once instead of ordering every day. This
choice has several consequences, they have to thing about
their order cost, their storage cost increased by a higher
stock, their supplier receives demands that are sometimes
more important, which can disrupt their perception of the
demand and force him to make a bullwhip effect thus or-
dering a bit more to his supplier.This order cost will there-
fore add more difficulties to the supply chain management.
The decision is harder to take with the order cost but, if
they want to minimize their costs, they must take it into

account.
Thus, once the game is over, they will be awaiting feedback
and explanations from the trainer about what they should
have done. Our work will allow trainers to bring these
answers to the decision makers. We made a model and
resolved this problem to find the solution which (knowing
the demand of the end customer) minimizes the total cost
of the supply chain. In this article, we will present in a
first part, the game that we developed with its particu-
larity related to the order cost. We will then present the
model of this problem and the steps to its resolution. In
the last part, we will explain the results obtained on this
problem, as well as our future work objectives further on.

2 THE DEVELOPED GAME

2.1 Setup
In the beer game, four players must take respectively the
role of a retailer, a wholesaler, a distributor and a man-
ufacturer of a beer supply chain. Depending on the cus-
tomer consumption in the retailer, his stock and his orders
in progress, the user who plays the retailer role has to
think about his order for his supplier (distributor in the
beer game), and so on to the manufacturer. Orders are
delivered with a delay. Players must avoid the stockout
on the supply chain and the overstock too. Of course, in
both cases, a cost is linked with each situation.

2.2 Game Operation
The game we have developed consists in delivering soaps,
on the supply chain, from the industrial to the end cus-
tomer, as in the beer game. But we added an order cost
linked with each order.

2.2.1 The Environment

Each player takes the place of a supply chain actor and
must take his decision to deliver the product. His decision
can be based on: the state of his stock, his stock at the be-
ginning of the day, the demand of his customer, the orders
he has already made, the different costs (order, storage),
the history of the received orders. The player will have to
honor all costumer’s demands. Even if the player does not
have the sufficient stock for the demand, he must deliver
it as soon as soon as he will have the sufficient stock.
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2.2.2 The Decisions

Each day, each supply chain actor must decide the quan-
tity of his daily order to his supplier. To do so, he must
understand his flow, study the demands of his customer
and his stock so that he will not be stockout or overstock
and thus avoiding the costs associated with these situa-
tions.
Once each actor takes his decision, the game calculates
the new situation of each at the beginning of the following
day. Each player must therefore decide again. The game
stops when the trainer decides to take stock of the situa-
tion, he can either give an explanation and ask players to
resume the game or stop them to close the game.

2.3 The Objective

Players will take a decision per day over a specified period.
Their objective is to minimize the costs impacted by their
decision. They will have to minimize the storage costs, the
order costs and the stockout costs. The total of these costs
is visible for all players throughout the trainer feedbacks,
they can therefore compare costs of each team and discover
which one manages the best their supply chain.

2.3.1 The Storage Cost

This is the cost of owning the stock. To calculate it, we
use the total cost of ownership (TCO), which includes the
cost of the product from acquisition to abandonment of
this product.
The storage cost is proportional to the quantity of the
available stock, to minimize this cost, we have to avoid
overstock.

2.3.2 The Order Cost

This is the cost associated with each order, it allows to
consider the costs related to the order management, pur-
chase order, management of invoices, payment, delivery,
quality controls... It is considered fixed for each order, re-
gardless of the quantity ordered. This cost is taken into
account only if the order quantity is more than zero.

2.3.3 The Outstock Cost

This is a penalty in case the player has not delivered his
client demand. It is the cost applied in case of late delivery
and it is proportional to the quantity that could not be
delivered.

2.3.4 The Total Cost

The total cost is the clue that allows to compare the per-
formance of each team, since it represents the sum of all
the costs for the four players of each team.

3 RESOLUTION
Our problem is a linear programming problem with inte-
ger and binary variables. For the resolution we used the
simplex algorithm with the Branch and Cut algorithm.

3.1 Algorithms Used
We solved the problem with the open source library
GLPK[6], which proposes the simplex algorithm and the
Branch and Cut method. The Branch and Cut method is
based on the Branch and Bound method, cutting branches
in the search tree that could not provide the optimal so-
lution. The GLPK library offers various algorithms and
methods associated with Branch and Cut. It is possible to
choose among 4 cutting algorithms, 5 methods of branch-
ing new nodes in the tree and 4 methods of backtracking.

3.1.1 Cutting Algorithms And Branch And Cut

There are four different algorithms in the GPLK library:
Gomory’s mixed integer (GMI)[3] ; Mixed integer round-
ing (MIR)[2] ; Mixed cover cut (COV)[6] ; Clique cut
(CLQ)[6]
We compared these algorithms (B&B, GMI, MIR, COV,
CLQ) by testing them over several days (between 10 and
18 days). For each test, we measured the resolution time
in seconds. The results are shown in the table below:

Table 1: Algorithms comparison (seconds)
Days B&B MIR COV CLQ GMI

13 0,476 0,579 0,484 0,528 0,384
14 1,118 1,347 1,162 1,199 1,487
15 2,788 3,544 3,029 3,091 2,606
16 NI NI NI NI 22,61
17 NI 197,2 NI NI 3,941
18 46,88 31,96 42,16 40,39 3,878

*NI : superior to 600 seconds

During these tests the other two parameters, of which we
will talk about later, were at the default value (DTH for
the branching and BLB for the backtracking).
For our problem, we can see that the algorithm Gomory’s
mixed integer is the faster.

3.1.2 Branching Method

There are five branching methods in the GLPK library:
First fractional variable (FFV) ; Last variable (LFV) ;
Most variable (MFV) ; Heuristic by Driebeck and Tomlin
(DTH)[1] ; Hybrid pseudo-cost heuristic (PCH)[1]

Table 2: Branching methods comparison (seconds)
Days FFC LFV MFV DTH PCH

13 106,4 8,196 4,819 0,384 0,111
14 58,66 5,652 46,78 1,487 0,17
15 NI 341,9 185,2 2,606 0,753
16 NI NI NI 22,61 3,875
17 NI NI NI 3,941 0,801
18 NI NI NI 3,878 1,222

*NI : superior to 600 seconds

During these tests, the other two parameters were at GMI
for the algorithm that cuts the branches and at the de-
fault value BLB for the backtracking. We can see that the
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Hybrid pseudo-cost heuristic method is the faster on our
problem.

3.1.3 Backtracking Technique

There are four backtracking techniques in the GLPK li-
brary:

• Depth first search (DFS)
• Breath first search (BFS)
• Best local bound (BLB)[4]
• Best projection heuristic (BPH)[4]

Table 3: Backtracking techniques comparison (seconds)
Days DFS BFS BLB BPH

13 0,336 0,158 0,078 0,085
14 0,25 0,223 0,121 0,108
15 0,488 1,187 0,535 0,359
16 2,351 4,129 2,729 2,294
17 0,792 0,733 0,564 0,391
18 1,035 1,791 0,856 0,532
19 36,28 NI 77,79 65,15
20 40,01 34,44 52,84 21,45

*NI : superior to 600 seconds

In these tests the other two parameters were at the value
(GMI for the cutting algorithm and PCH for the branch-
ing). We can see that the Best projection heuristic method
gets faster results for our problem.

3.2 Results
We got our fastest results with the settings below:

• Cutting algorithm: Gomory’s mixed integer
• Branching method: Hybrid pseudo-cost heuristic
• Backtracking technique : Best projection heuristic
• Feasibility pump heuristic: ON (improving the speed)
• MIP pre-solver: ON (improving the speed)

The fastest result obtained is 33 days of simulation in
about 3 hours of execution for one scenario game. How-
ever, this result is nuanced because we are working on a
dataset. We can see on this graph the effect of the Branch
and Cut with an evolution which is not constant according
to the number of branches which are cut and to the differ-
ent parameters dimensioned previously. From day 27, the
execution time becomes very irregular and dependent on
the dataset used.

4 CONCLUSIONS AND PER-
SPECTIVES

In this paper, we presented a game, based on the beer
game, which allows to understand the difficulties related
to supply chain management and mainly to the bullwhip
effect. We added the order cost to this game, which made
the management harder, and allowed the game to be a
bit more realistic. We then found the problem and sought
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Figure 1: Best algorithm performances

methods that could solve it over the highest number of
days possible, while maintaining the guarantee that the
solution found was optimal. Indeed, this game is used by
trainers who want, once the game is over, to show the play-
ers what would have been the best solution. We used the
Branch and Cut approach, and at first we compared sev-
eral cutting algorithms. We then compared several meth-
ods of branching and backtracking. The fastest solution
found is to answer our problem for 33 days in 10 669 s.
The goal is achieved since the trainers who animate the
game can now present the optimal solution to the play-
ers and explain what should have been done. Players can
also compare their results to the optimal solution. The
next step will be to parallelize our solution to get a result
faster.
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ABSTRACT

Though, recent research on mixed-model Assembly
Line Balancing Problems (MALBP) and Assembly Line
Feeding Problems (ALFP) aims to incorporate real-
world aspects, research on the integration of both ar-
eas is still limited. This paper helps closing this gap by
studying the influence of different balancing objectives
on line feeding decisions and costs. For line balanc-
ing, different objective functions were formulated and
the results were used as input when solving the ALFP.
Although, no large cost differences were found, we ob-
served that decision making in line feeding does depend
on the balance.

INTRODUCTION

Nowadays, a rising number of models is produced
on mixed-model assembly lines (Schmid et al. 2018)
while each product requires its specific parts and the
organization of tasks differs. Consequently, a large
variety of parts has to be supplied to the assembly
line, resulting in high storage space requirements at
the Border of Line (BoL) being the area where parts
are stored before usage. This leads to an increasing
relevance of the material supply configuration for the
effectiveness of the production system.

In the Assembly Line Feeding Problem (ALFP),
decisions on provision and storage of parts at the
BoL are taken by assigning them to policies such as
line stocking (providing parts on a pallet) or kitting
(presorting multiple parts in a smaller container).
Mostly, the ALFP is solved after tasks have been
assigned to individual assembly stations by solving
the Mixed-model Assembly Line Balancing Problem
(MALBP) (Sternatz 2015). As the latter determines the
amount of tasks and, therefore, parts at every station
it affects decision making in line feeding. In a MALBP,

several objectives may be used to optimize a line,
thereby resulting in different line configurations. Most
research deals with both problems separately and also
in practice those two optimization problems are solved
successively. But, as there are attempts to integrate
decision making in line balancing and feeding (Battini
et al. 2016, Sternatz 2015), it is of strong interest to in-
vestigate the effect of varying objective functions in line
balancing on the selection of line feeding policies and
the corresponding costs as this has not been done so far.

Our results indicate that, even balancing lines in
a pretty different way, effects on line feeding costs
are marginal. However, it is found that the actual
assignment of parts to line feeding policies is varying
with the chosen balancing objective function to a large
extent. Furthermore, some line feeding policies are more
robust against changing objective functions than others.

The remainder of this research is organized as follows.
First, a literature review is provided. Next, MIP models
for line balancing and feeding are formulated. There-
after, preliminary results are described and discussed.
In the last section, a conclusion is drawn.

LITERATURE REVIEW

Mixed-model assembly line balancing problems

In MALBP, tasks are distributed among working sta-
tions with respect to some cost and/or capacity ob-
jective. The best known problem formulations are
MALBP-F, MALBP-1, MALBP-2, and MALBP-E
(Becker and Scholl 2006). In the MALBP-F, both, cy-
cle time and number of stations are given and a feasible
line balance has to be found. In MALBP-1, cycle time is
given and the number of stations is minimized whereas
in the MALBP-2, the number of stations is given and
the cycle time is minimized. In MALBP-E, a line’s effi-
ciency is maximized by minimizing both, cycle time and
number of stations. Finally, for smoothing the workload,
one can smooth varying times for different models at ev-
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ery station, i.e. horizontal balancing (Becker and Scholl
2006). For a classification of research on the ALBP the
reader is referred to (Boysen et al. 2007).

Assembly line feeding problem

According to (Kilic and Durmusoglu 2015) part feeding
systems have three main components: parts storage,
parts transportation and feeding policy. However,
preparation of parts might also be taken into account.
In literature, five different line feeding policies are
distinguished (Schmid et al. 2018). In line stocking,
homogeneously packed parts, e.g. on a pallet, are
directly transported from a warehouse to the BoL. In
kanban, parts are repacked into smaller, homogeneously
filled, bins. Sequencing describes that different variants
of a part presorted in containers according to the
sequence of consumption. Kitting, as an extension
of sequencing combines various components and their
variants in a container. Stationary kits only contain
parts required at a single station, whereas traveling kits
contain parts for multiple stations and travel together
with the product along the assembly line.

(Limere et al. 2012) developed a decision model to de-
termine the optimal line feeding considering two feeding
policies, line stocking and stationary kitting. (Caputo
et al. 2015) developed an IP model for finding an op-
timal feeding policy mix (line stocking, kitting or JIT,
i.e. kanban) in a single-model assembly line. (Schmid
et al. 2018) developed a MIP cost minimization model
to determine the optimal feeding policy for every indi-
vidual part in a mixed-model assembly line. This model
considers the, above described, five policies. Traveling
kits are placed on an assembly line’s start and removed
at the end, thus allowing only one kit per product.

Integration of line balancing and line feeding

(Sternatz 2015) finds potential productivity gains by si-
multaneously solving line balancing and feeding prob-
lems considering direct (line stocking) and indirect sup-
ply (stationary kitting). He states that indirect supply
can be avoided and hence logistical costs are reduced
when decisions are integrated. (Battini et al. 2016)
formulate a similar model, additionally including er-
gonomic aspects. They also distinguish direct part feed-
ing and indirect part feeding and confirm productivity
gains as described by (Sternatz 2015). Both models min-
imize the number of required assembly and supermarket
operators, having a fixed cycle time. Therefore, it seems
promising, to investigate different objective functions’
effect on line feeding.

MATHEMATICAL MODELS

We formulated four MIP balancing model with different
objective functions and used the results to apply the
ALFP model described by (Schmid et al. 2018) as well
as an extension, allowing multiple traveling kits.

Mixed-model assembly line balancing problem

In this section, four balancing models are formulated,
i.e. MALBP-1, MALBP-2, MALBP-E and MALBP-E
with horizontal balancing. Each MALBP is reduced to
a simple form by making the following assumptions.

1. Serial (straight) assembly line layout.
2. Paced assembly line.
3. Deterministic task times.
4. Only precedence constraints.
5. Demand for all products is equal.

Following notations are used.

S Set of stations, index s
P Set of products, index p
J Set of tasks, index j
tj Task time for task j

Predj Set of direct predecessors of task j
λjp 1 if task j is needed for product p, 0 otherwise
c Cycle time
m Total number of stations installed
DS Set of definite stations, DS = {1,...,m}
PS Set of probable stations, PS = {m+ 1,...,m}

MALBP-1
The number of stations is minimized (equation (1))
while the cycle time is constant. Two binary decision
variables are used: ys equals 1 if station s is installed
and xjs equals 1 if task j is assigned to station s.

min
∑
s∈S

ys (1)

s.t.
∑
j∈J

tj · xjs · λjp ≤ c · ys ∀s ∈ S, p ∈ P (2)

∑
s∈S

xjs = 1 ∀j ∈ J (3)

∑
w∈S
w≤s

∑
h∈Predj

xhw

|Predj | ≥ xjs ∀s ∈ S, ∀j ∈ J (4)

ys−1 ≥ ys ∀s ∈ S (5)

Constraint (2) ensures that the station load for any
product does not exceed the cycle time, as assumption 2
specifies a paced assembly line. Furthermore, constraint
(2) ensures that tasks can only be assigned to installed
stations. Constraint (3) guarantees that all tasks are
assigned to exactly one station while constraint (4)
enforces precedence relations. Finally, constraint (5)
was added for adjacency of all installed stations.
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MALBP-2

Opposite to MALBP-1, the cycle time is minimized
(equation (6)) while the number of stations is constant.
This approach maximizes productivity.

min c (6)

s.t.
∑
j∈J

ti · xjs · λjp ≤ c ∀s ∈ S, p ∈ P (7)

(3), (4)

Constraint (7) is similar to constraint (2) and makes
sure that station loads do not exceed the cycle time.
The remaining constraints are the same as before.

MALBP-E

The proposed model for the MALBP-E below is an ex-
tension of the formulation given by (Esmaeilbeigi et al.
2015). In SALBP-E, line efficiency is maximized by min-
imizing both cycle time and number of stations. Simi-
larly, in MALBP-E, the weighted average line efficiency,
based on the product demand, is maximized. (Esmaeil-
beigi et al. 2015) prove that the line efficiency is max-
imized by minimizing line capacity T = c · m, alterna-
tively defined as T = tsum + δtotal, with tsum denoting
the sum of all task times and δtotal denoting the total
idle time over all stations. As we assume equal demand
for all products (assumption 5), idle times of a station
for a product, and the average station idle time, denoted
as δsp and δs respectively, can be calculated as

δsp = c−
∑
j∈J

tj · λjp ∀p ∈ P, ∀s ∈ S (8)

δs =

∑
p∈P δsp

|P | ∀s ∈ S (9)

The line efficiency can thus be calculated as

T · |P | =
∑
p∈P

(∑
s∈S

δsp +
∑
j∈J

tj · λjp

)
, (10)

which is equivalent to

T =
∑
s∈S

δs +

∑
p∈P

∑
j∈J tj · λjp

|P | (11)

Since tj , λjp and |P | are parameters, minimizing the
line capacity T is equivalent to minimizing the sum of
average idle times over all stations. Hence, a similar
linearization method as proposed by (Esmaeilbeigi et al.
2015) can be used. Summarizing, the following decision
variables are used: xjs, ys, c and δsp.

min
∑
s∈S

∑
p∈P

δsp (12)

s.t.
∑
j∈J

tj · λjp · xjs + δsp = c ∀s ∈ DS, ∀p ∈ P (13)

∑
j∈J

tj · λjp · xjs + δsp ≤ c ∀s ∈ PS, ∀p ∈ P (14)

∑
j∈J

tj · λjp · xjs + δsp

≥ c+ c · (ys − 1) ∀s ∈ PS, ∀p ∈ P (15)∑
j∈J

tj · λjp · xjs + δsp

≤ c · ys ∀s ∈ PS, ∀p ∈ P (16)

ys = 1 ∀s ∈ DS (17)

xis ≤ ys ∀j ∈ J, ∀s ∈ S (18)

c ≤ c ≤ c (19)

(3), (4), (5)

The objective function (12) seeks to minimize the total
idle time over all products and stations. Constraint
(13), (14), (15) and (16) make sure that the station
load for a product does not exceed the cycle time
(assumption 2). For these constraints, a lower and
upper bound on both the cycle time, c and c, and
the number of stations, m and m are specified. Next,
constraint (17) stipulates that all stations in the set of
definite workstations should be installed and constraint
(18) makes sure that tasks can only be assigned to
installed stations. Finally, constraint (19) restricts the
value for the cycle time to lie between its bounds.

MALBP-E with horizontal balancing
In order to balance the varying workload of the stations,
caused by different models, we added horizontal balanc-
ing to the MALBP-E. (Thomopoulos 1970) proposed an
objective function that minimizes the sum of the abso-
lute deviation of the station time of a product from the
average station time, i.e.

∑
s∈S

∑
p∈P |tps − ts|. This

objective function value was linearized using variables
vsp and wsp, and added to the objective function of the
MALBP-E. The decision variables are: xjs, ys, c, δsp,
vsp and wsp.

min
∑
s∈S

∑
p∈P

(δsp + l · (vsp + wsp)) (20)

s.t. vsp ≥ 0, wsp ≥ 0 ∀p ∈ P, ∀s ∈ S (21)

vsp ≥ tps − ts ∀p ∈ P, ∀s ∈ S (22)

wsp ≥ ts − tps ∀p ∈ P, ∀s ∈ S (23)

(3), (4), (5), (13), (14),

(15), (16), (17), (18), (19)

with tps =
∑
j∈J

λjp · xjs · tj , ∀p ∈ P, ∀s ∈ S (24)

ts =

∑
p∈P tps

|P | ∀s ∈ S (25)

In objective function (20), the total absolute deviation
from the average station time over all models and sta-
tions is added to the MALBP-E objective function. A
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weight l is added to enable specifying the importance
of horizontal balancing compared to the line efficiency
maximization. Constraints (21), (22) and (23) linearize
the absolute deviation.

Assembly line feeding problem

In this section, two models for solving the ALFP are
discussed. Firstly, the model formulated by (Schmid
et al. 2018) is used. It optimizes the line feeding
configuration of a mixed-model assembly line while in-
corporating space adjustments of stations and considers
all steps from storage to final assembly. For a more
detailed description of the model, the reader is referred
to (Schmid et al. 2018).

To allow multiple traveling kits, the model of (Schmid
et al. 2018) was extended by including the possibility
of taking out a depleted traveling kit and inserting a
full one at any station of the line. An extra notation is
introduced.

ftT Number traveling kit batches needed at the BoL

Furthermore, extra binary decision variables were intro-
duced.

yTf 1 if family f is fed in a traveling kit, else 0

yTpfs 1 if family f travels in a traveling kit along with
product p and is removed at station s, else 0

yTps 1 if a traveling kit is used for product p that needs
to be retrieved at station s, else 0

yTs 1 if a traveling kit is replaced at station s, else 0
yTp 1 if at least one traveling kit is used for product

p, else 0

The MIP formulation was extended by adding the fol-
lowing cost elements: transportation costs for every
traveling kit, and usage costs for replacing an empty
traveling kit with a full one.

CTT =
ftT · diT +

(
ntT − ftT

) ·mrT

nbcT · μT · V V T
(26)

ftT =

∑
p∈P yTp · dp

bsT
(27)

ntT =

∑
p∈P

∑
s∈S yTps · dp
bsT

(28)

For the transportation cost in equation (26), it is as-
sumed that traveling kits inserted at the beginning of
the line (calculated in equation (27)) are transported
by forklifts, whereas the replacement kits (calculated in
equation (28)) are transported to the stations in milk
runs.

CUT =
∑
p∈P

∑
s∈S

dp · yTps ·
(
2 · htT +

2 · de
OV

)
(29)

The usage cost calculation in equation (29) is similar
to the calculation of the usage cost for stationary kits,
however the handling time htT is counted double as
both the empty and new kit have to be handled. As
traveling kits are replaced at the end of the station (see
equation(34)), a walking distance only equaling two
times the distance de between station and BoL needs
to be covered.

Furthermore, some additional constraints were added.

Ds · lD +
∑
i∈I

xL
is · lL +

∑
f∈F

xS
fs · lS

+ xK
s · lK + yTs · lT ≤ EPs − SPs ∀s ∈ S (30)

Firstly, by adapting constraint (30), storage space at the
BoL for the replacement traveling kits is reserved.∑

f∈BOMp

yTpfs · vf ≤ V T · yTps ∀p ∈ P, ∀s ∈ S (31)

Secondly, equation (31) enforces that the volume of the
parts in the traveling kit does not exceed the kit volume.

yTpfu = 0 ∀s ∈ S,∀f ∈ Fs,∀u ∈ S : u < s (32)

Next, by adding constraint (32), we assure that a trav-
eling kit is not taken out of the line when it still holds
parts needed at stations downstream.

yTf + yTpgu − 1 ≤ yTpfu ∀p ∈ P, ∀s ∈ S, ∀f ∈ BOMp ∩ Fs,

∀q ∈ S : q ≤ s, ∀g ∈ BOMp ∩ Fq,

∀u ∈ S : u ≥ s
(33)

Constraint (33) ensures that only one traveling kit can
travel along with the product at the same time.

yTf ·+yTps − 1 ≤ yTpfs ∀p ∈ P, ∀s ∈ S, ∀f ∈ BOMp ∩ Fs

(34)

Constraint (34) enforces that a newly inserted travelling
kit does not contain any parts needed at the station of
insertion. By adding this limitation, a new travelling
kit is forced to be inserted near the end of the station.

Lastly, some additional auxiliary constraints were
added.

yTf · |Vf | ≥
∑
i∈Vf

∑
s∈S

xT
is ∀f ∈ F (35)

∑
s∈S

yTpfs − yTf = 0 ∀p ∈ P, ∀f ∈ BOMp (36)

yTps · |BOMp|
≥

∑
f∈BOMp

yTpfs ∀p ∈ P, ∀s ∈ S (37)
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yTp · |S| ≥
∑
s∈S

yTps ∀p ∈ P (38)

yTs · |P | ≥
∑
p∈P

yTps ∀s ∈ S (39)

The model specified by (Schmid et al. 2018) is referred
to as ALFP with single traveling kit and it’s extension
as ALFP with multiple kits.

PRELIMINARY RESULTS

First, all balancing models are optimized to obtain
a line configuration. Secondly, both line feeding
models were solved for every obtained line balance.
All mathematical models are implemented and solved
using CPLEX (A time limit of 3600s yielded to average
LP-gaps of 1.5% and maximal gaps of 15.1%).

For testing purposes, 2 sources of data were merged in
order to create 16 instances. For balancing, datasets
from (Scholl 1993) and instances generated by the NTI-
GEN software (Serrano et al. 2014), were used. For the
ALFP in a mixed-model environment, 16 instances from
(Schmid et al. 2018), were used. Both data sources were
merged by linking tasks with part families (describing
all variants of a part). Since the balancing related in-
stances from literature only provide precedence links for
a single product assembly line, we merged precedence
constraints of two products.

Assembly line balancing

The MALBP-E model with horizontal balancing was
solved with different weights l, i.e. 100% and 50% (see
equation (20)). The former is denoted as ’MALBP-
E+1HB’ and the latter as ’MALBP-E+0.5HB’.

As can be seen in table (1), MALBP-2 balances logically
comprise more stations, and consequently less tasks per
station, than the other balances. Admittedly, it must be
said that the resulting balance of MALBP-E depends on
the chosen bounds for cycle time and number of stations.

Table 1: Line characteristics for different ALB objective
functions (average)

MALBP

1 2 E E+1HB E+0.5HB

Stations 13.4 19.7 13.9 12.9 13.1

Tasks/station 37.2 21 32.7 35 33.3

Assembly line feeding with single traveling kit-
ting

Table (2) reveals that the maximum difference in costs
only amounts to a maximum of 6% on average compar-

ing MALBP-2 and MALBP-E+0.5HB.

Table 2: Line feeding costs (average over 16 instances)
MALBP

1 2 E E+1HB E+0.5HB

Cost/part 97.82 95.74 95.93 98.95 101.25

st.dev. 31.98 32.58 28.30 31.10 32.75

It can be seen that a similar line feeding policy mix
is used for lines resulting from MALBP-1, MALBP-E
and MALBP-E with horizontal balancing (see table (3)).
Whereas in MALBP-2 more stations, and hence more
storing space is available,allowing more space consuming
policies such as line stocking and sequencing.

Table 3: Average part feeding policy mix
MALBP

1 2 E E+1HB E+0.5HB

Line stocking 19% 31% 10% 9% 31%

Kanban 26% 37% 15% 7% 15%

Sequencing 19% 26% 11% 16% 28%

St. kitting 17% 28% 10% 13% 32%

Tr. kitting 17% 30% 11% 13% 29%

Some parts are assigned to the same policy irrespective
of the underlying balance (see table (4): L denotes line
stocking, D kanban, S sequencing, K stationary kitting
and T traveling kitting). Overall, 28.2% of all parts
are always assigned to the same feeding policy. Fur-
thermore, one can observe that parts, assigned to line
stocking in all ALB solutions, have on average a consid-
erable higher volume and demand than parts that are
assigned to other policies, whereas it seems to be the
opposite for sequenced parts. Parts in stationary kit
switch policies in most cases (92.4%), indicating that it
is the least favorable option.

Table 4: Characteristics of parts assigned to the same
policy in all ALB solutions

L D S K T

Same policy [%] 35.8 23 29.7 7.6 36.8

Avg part volume [dm3] 37.6 5.7 3.3 3.1 7.3

Avg part demand [%] 32.5 0.5 0.7 45 7

Table (5) shows the change of a part’s feeding policy
from being supplied with one policy in a certain ALB
solution to another policy in another ALB solution. For
example, it can be seen that on average 14% of the parts
that were line stocked in one ALB solution, are provided
with kanban in another ALB solution.

Assembly line feeding with multiple traveling
kitting

For all instances that could be solved close to optimality
(12 out of 16), exactly the same results as when using
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Table 5: Average changing behaviour of the part feeding
policy assignments

To

L D S K T

L 36% 14% 3% 7% 7%

D 21% 59% 12% 28% 13%

From S 2% 4% 58% 12% 6%

K 4% 11% 12% 36% 7%

T 10% 11% 15% 17% 67%

a single traveling kit were found. However, a serious re-
duction of available space indicated some benefits when
multiple kits were used.

Discussion

As we aimed to understand the effect of different
balancing methods on line feeding, we found that
balancing does influence decision making in line feed-
ing, costs however, are not as strongly affected as
expected (Sternatz 2015). This is probably due to
the use of five line feeding policies providing flexibility
in the assignments of parts to line feeding policies.
Furthermore, space borrowing might also have affected
this outcome. Therefore, not allowing space borrowing
might show different results. As some models are not
solved to optimality, numbers might change slightly,
when solved to optimality.

So far, no benefits of using multiple traveling kits could
be found in the conducted experiments. This is probably
reasoned in the small datasets used as well as in large
containers for traveling kits. Although it could not be
proven, we expect that cost savings will outweigh fixed
costs for traveling kits in larger instances and multiple
traveling kits become an interesting option.

CONCLUSION

This research analyzed the influence of using different
objective functions in the MALBP on the line feeding
policy decisions, which varied for 72% of the parts, and
the resulting line feeding costs, varying at most up to
6% . We also found that stationary kits seem to be the
least favourable option and, therefore, the assignment
of parts to stationary kits is less robust. As the scope
of this research is limited to small assembly lines with
two products, more research, in terms of computational
experiments, is needed to gain a better insight in more
advanced production lines. Additionally, revealing the
influencing factors for decision making on line feeding
policy assignment might be worthwhile. Furthermore,
this research indicates that the possibility of using ad-
ditional traveling kits is not beneficial in small assembly
lines. However, more research is required to evaluate

the usage of multiple traveling kits in larger production
systems.
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ABSTRACT

This paper presents ongoing work on the formalism of
Cyber-Physical Systems (CPS) simulations. In this pa-
per, we consider distributed CPS simulations, for which
there are strong constraints on the interaction of simu-
lation components. In our previous work, we suggested
a method to estimate a simulation scheduling on a given
architecture and to verify constraints a priori. Trying
to integrate these components manually is very time-
consuming, and can lead to mistakes. We introduce
a tool to make an automatic allocation and schedul-
ing of CPS simulation. We base this on the real-time
scheduling literature and adopt a heuristic-based ap-
proach, adapted to our framework. We then present a
complete case study, including simulations and the phys-
ical architecture of the simulations, and we illustrate the
generation of the scheduling with different heuristics.

Introduction

A Cyber-Physical System (CPS) is a feedback system
comprised of communicating real-time systems and hu-
mans or environment in the loop.
Aircraft, Airbus and ISAE-SUPAERO activity area, is a
type of CPS, where pilots, avionics, aircraft surfaces and
the aircraft environment are tightly interacting through
control loops to stabilize the vehicle.
CPS design work-flow can integrate simulation phases;
this is particularly true in the aeronautical sector, dif-
ferent steps of the CPS design are illustrated in fig. 1.
Development cycles are long and expensive on avionics
product. They can be shortened using simulation during
development and integration life-cycle.
Due to the complexity of the simulated systems and
the simulated environment, as well as the need to in-
crementally improve systems, simulations are more and
more modular. In our method, we consider that every
modular component of the simulation is sufficiently rep-
resentative. Furthermore, in our cases study, we only
considered CPS with the physical part discretized, with

Figure 1: Steps of a CPS design and implementation

linear and non-linear ODEs, as depicted in fig. 2. For
that, we rely on the existing skills of model engineering.
These skills can be different if the model represents a
physical part or a cyber part. Also, we do not address
the problem of parallelization, or of the distribution of
large model simulations. Our starting point is a set
of components produced by experts in model engineer-
ing and distributed simulation engineering. With these
components, specific abstracted constraints and degrees
of freedom are expressed for the integration.

Figure 2: CPS discretization considered in our study

With these hypotheses, our problem is the composition
of the existing simulation components that respect the
abstracted constraints. In (Deschamps et al. 2017) and
(Deschamps et al. 2018), a formalism for expressing the
CPS simulation has been introduced. With small ex-
amples, temporal constraints can be verified on a CPS
simulation, manually. Nevertheless, in an industrial con-
text, a simulation of CPS can be composed of a sub-
stantial number of components and constraints. Our
problem is the specification and implementation of tools
that can automate the verification of constraints and the
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generation of scheduling from the description of a CPS
simulation.
In the following, after the related work, an overview
of the CPS scheduling formalism is presented. Then
we present our framework and will focus on the Alloca-
tion function, with an illustration using a concrete case-
study. Finally, we will give concluding remarks and our
future work.

Related work

Latterly, progress has been made in the study of accu-
rate CPS simulation using modular blocks.
Numerous studies on CPS simulation in which the em-
phasis is on fidelity or verification uses the Functional
Mock-up Interface (FMI) standard (Blockwitz et al.
2012). The FMI standard defines an implementation in-
terface, the Functional Mock-up Unit (FMU), allowing
the integration of heterogeneous models. This standard
is therefore ideally suited for CPS simulation. An in-
stance of FMU, also called a slave, can have a specific
solver and be executed standalone or can wait for an exe-
cution directed by a master. The master algorithm also
synchronizes FMUs, following specific synchronization
points, and manages communication between FMUs.
In (Sadvandi et al. 2018), the authors present a CPS
simulation platform capable of executing simulation
loops with models, software, or hardware in the loop.
These platform objectives are to meet the same needs
as those presented in the introduction, namely the re-
duction of development costs through early validation
through simulation. In this study, the constraints inher-
ent to the CPS are highlighted, particularly at the level
of the temporal behavior of the simulation integration,
to validate a whole control system. FMI was chosen to
meet the interaction needs of simulation components;
however, the configuration of execution and time cycle
modes is left to simulation designers. The scheduling of
a simulation depends mostly on synchronization, as well
as solvers. This is not part of the FMI standard, and
the handling of fidelity problems due to interactions is
left to simulation designers.
(Saidi et al. 2016) highlights the problem of correct data
exchange between models, due for example to depen-
dencies between models, using the FMI standard. In
this study, the evolution of time and the way data ex-
change occurs is highlighted, and the focus is on the
effectiveness of synchronizations. The authors propose
solutions and tools to reduce execution times, based on
acyclic graphs, and by proposing allocation heuristics,
respecting specific constraints, in particular, interdepen-
dence between models while trying to accelerate simula-
tions. This approach is similar to the SynDEx approach
(Lavarenne et al. 1991). Our study also deals with the
heuristic allocation proposal, but we do not use acyclic
graphs. However, our targeted use cases for testing are
frequently in real time. Simulation acceleration is not

relevant.
In the position paper (Zheng and Julien 2015), the au-
thors propose to check a CPS by observing its behavior
during execution. The paper raises the problem of the
current lack of control over the fidelity of the temporal
behavior for a CPS simulation. It is reminded in this
paper that the setting of synchronizations with FMI is
left to simulation integrators, which is complicated and
error-prone. The authors also focus on Modelica and as-
sert that Modelica is not applicable to the heterogeneous
models that constitute a CPS. However, (Henriksson
and Elmqvist 2011) contains an example of CPS with
heterogeneous models simulated with Modelica, but in
this last study, the integration with tools allowing the
execution time analysis is left to the future work.
In this paper, the components and architecture used
are not linked to FMI, to avoid unnecessary dependen-
cies. Nevertheless, a full description of the components
is available in (Deschamps et al. 2017), and the “C-
function” aspect, as well as data port, are very similar to
FMI. The objective being to ensure the accuracy of the
temporal behavior of a CPS simulation, as well as the
expression of temporal requirements, and porting solu-
tion to FMI will not be considered before the full proof
of concept.

The Simulation Distributed Architecture Model

This study is part of work on CPS simulation scheduling.
The following briefly presents the method developed in
(Deschamps et al. 2017) and (Deschamps et al. 2018).
The method relies on the expression in a first formal-
ism of the simulation logical architecture, sLa, and in a
second formalism of the simulation execution architec-
ture, sEa. The sLa allocation on the sEa generates the
scheduling. Implementation details are added.

The Simulation Logical Architecture, sLa

The sLa allows the expression of structural and behav-
ioral constraints of the simulation, abstracting its execu-
tion. This formalism is primarily inspired by the DEVS
formalism (Zeigler et al. 2000), using components, cou-
plings, states and internal/external functions.
The components have information about input and out-
put ports, their refreshing frequency, the simulated sys-
tem or physical phenomena states, the initial states. In-
ternal or transition function, periodically called, update
component states, and output functions update compo-
nent outputs.
Channels are used to connect one component output
port to another component input port.
Requirements that can be described in the sLa, for now,
are:

• Latency requirements – The most common in aero-
nautical sector. Due to real-time data exchange
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delay between avionics, data-path loops in logical
time can be broken in a simulation.

• Coincidence requirements – Some simulated sys-
tems might need to receive data from other compo-
nents at the same logical time to be representative.

• Affinity requirements – From simulation integrators
expertise, some simulation components might oper-
ate better if in the same logical processor.

• Precedence requirements – From simulation in-
tegrators expertise, some simulation components
might require to be scheduled in a specific order.

An illustration of sLa components and channels is pre-
sented in figure 3.

Figure 3: sLa components and channels

The Simulation Execution Architecture, sEa

The sEa is a formalism allowing the estimation of sim-
ulation execution parameters. This is a simple Archi-
tecture Description Language (ADL), in the form of a
generic off-line partitioned scheduler. An illustration of
the generic sEa is available in figure 4.
The sEa can represent multiple simulators, with very
different execution and communication methods, as long
as the following are respected:

• A global scheduler schedules logical processors, in
the concurrent domain.

• Each logical processor has a similar local scheduler
that schedules its tasks, in the sequential domain.

• Communication between tasks in a same logical
processor and tasks in different logical processors
might be different (various media, synchronizations,
or latencies for instance).

Figure 4: An sEa, with its double level of scheduling

The allocation function

The allocation function partitions the sLa components
and maps them to the sEa tasks on logical processors.
Knowing the sEa behavior, the resulting scheduling can
be determined, and sLa requirements verified.
The allocation method is illustrated in figure 5.
The partition and mapping of components are inspired
from (David et al. 1992). Partitioning consists in group-
ing and splitting the components into different sets.
Mapping consists in choosing an order for all the sets
of the chosen partition.

Figure 5: Determination of scheduling based on alloca-
tion of sLa on sEa

Implementation of the allocation tool

The allocation tool implements the previous formalisms
and allocation. In this study, we will focus on the al-
location of sLa on sEa use case. Other use cases are,
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for instance, validation of existing scheduling, or verifi-
cation of sLa or sEa syntax.
The allocation tool is represented in figure 6.

Figure 6: Allocation tool modules

The allocation tool modules

In the allocation use case, the sLa module and the
sEa module read sLa and sEa respectively as XML
files, and produce objects that the allocation function
can use.
The allocation module contains the classes that allow
the representation of scheduling, and the writing of this
scheduling in an XML file. This module also contains
the functions to verify the sLa requirements depending
on the sEa implementation.
The problem of allocating tasks offline on a partitioned
scheduler is known to be equivalent to the bin packing
problem, which is NP-hard (Dhall and Liu 1978). The
allocation function uses a heuristic to partition and
map sLa components on sEa tasks. This allocation
function uses the allocation module to create the al-
location object and uses allocation object methods to
verify the sLa requirements. Heuristics implementa-
tions are independent of the allocation function. As for
now, four heuristics are implemented. The four heuris-
tics are variations of the most known heuristics used
to solve the bin packing problem. The difference with
the classical heuristics being that a logical processor can
schedule a component if the utilization allows it (regard-
ing the logical processor’s components’ time budgets and
periods), but also if the requirements are valid. If there
is at least one logical processor left that is not full, but
no allocation without breaking requirements, then a new
allocation search is executed, considering the deletion of
requirements, from the least to the most important ones.
Considering an ordered set of components, and an or-
dered set of logical processors:

• First-fit – Each component is allocated to the first
logical processor in the set. If this logical processor
cannot schedule it, then the component is allocated
to the next one, and so on. Logical processor set
can be manipulated as a list.

• Next-fit – Same as First-fit, but the search of logical
processor starts at the one following the last allo-
cated. Logical processor set can be manipulated as
a circular buffer.

• Best-fit – Search for the logical processor starts
from the least, up to the most utilized one. Logical
processor set can be manipulated as a binary heap,
indexed by utilization.

• Worst-fit – Search for the logical processor starts
from the most, down to the least utilized one. Log-
ical processor set can be manipulated as a binary
heap, indexed by utilization, in reverse order.

Compatible simulators

As long as a simulator can be described with the off-line
partitioned scheduler, this simulator is compatible with
the allocation results. Different simulators are already
compatible with the allocation results.
ASPIC (Atelier de Simulation Pour l’Intégration et la
Conception, in English, simulation framework for inte-
gration and design) and DSS (Distributed Simulation
Scheduler) at Airbus. sEaPLANES (sEa Partition-
based Logical processor Allocator Node with Extensible
inline Scheduler) at ISAE-SUPAERO.
DSS is a framework for scheduling AP2633 models: Air-
bus simulation model containing entry points, state ma-
chine, and variables needed for scheduling. This frame-
work schedules logical processors in logical time, and
regularly synchronize data between them. Logical pro-
cessors in logical time can be synchronized with wall-
clock time. The primary component of a DSS simu-
lation is its configuration file. This file contains the
AP2633 models used, with their location and execution
frequency. The allocation produced by the allocation
module can be converted in DSS configuration file. A
more detailed description of DSS can be found in (De-
schamps et al. 2017).
ASPIC is a real-time simulation framework. In this
framework, logical processors are scheduled according
to the scheduling policy, in real-time. Depending on the
scheduling policy, logical processors can be preempted.
A description of ASPIC can be found in (Casteres and
Ramaherirariny 2009).
sEaPLANES is a C++ framework of simulation built
at the ISAE-SUPAERO in the scope of our study, based
on CERTI (Bréholée and Siron 2002). CERTI is an
Open source implementation of the general purpose ar-
chitecture for distributed simulation HLA (High-Level
Architecture) (Institute of Electrical and Electronics
Engineers and IEEE-SA Standards Board 2010), de-
veloped and supported by the ONERA and the ISAE-
SUPAERO. The HLA standard defines methods and
a framework to build global simulation comprised of
smaller simulation, the federates.
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sEaPLANES is inspired from (Gervais et al. 2012), ev-
ery logical processor of sEaPLANES can periodically
execute tasks, exchange the data between tasks through
a RunTime Infrastructure, and advance time through
HLA time management services. sEaPLANES is also
inspired by Airbus best practices on distributed simula-
tion framework.
Each logical processor schedules its tasks depending
on their periods, and manages intraprocessor and ex-
traprocessor communications. Intraprocessor communi-
cation, between two tasks in a single processor, is done
with shared memory. Extraprocessor communication,
between two tasks in two different logical processors,
is managed using the HLA publication-/subscription-
based communication mechanisms. Models associated
with logical processors can be manually developed, au-
tomatically generated, from instance from Matlab, or
retargeted from real target or older simulations. The
block diagram in fig. 8 illustrates the association of sim-
ulation models in tasks on logical processors. Fig. 7
illustrates the implementation of sEaPLANES with
HLA/CERTI, with three sEaPLANES logical proces-
sors on two CPUs, for scheduling four models. Fig. 9
illustrates an allocation with associated flows of an sLa
on sEaPLANES. sEaPLANES were also used in inter-
action with Matlab HLA toolbox-based simulation, and
with Ptolemy-HLA, embedding C-code generated from
Matlab (Cardoso and Siron 2018).

Figure 7: Example of HLA/CERTI, sEaPLANES, and
R-ROSACE integration

R-ROSACE on sEaPLANES case study

This case study illustrates the allocation of an aircraft
simulation, R-ROSACE, on a physical architecture of
simulation, sEaPLANES.

R-ROSACE

The ROSACE (Research Open-Source Avionics and
Control Engineering) case study (Pagetti et al. 2014)
is a longitudinal flight controller of a medium-size air-
craft. It covers different steps from the conception to
the implementation of such a controller. ROSACE was
chosen since it is an excellent example of a CPS, where a

Figure 8: RROSACE sEaPLANES implementation

significant challenge is the need of interactions between
the engineers responsible for the aerodynamic character-
istics (physical part) and the control law (cyber part).
The design of the simulation adds extra interaction with
software engineers because of the need to tackle physical
system requirements, such as stability, and computers
science requirements, such as tasks schedulability and
network resources.

Figure 9: sLa components allocation on sEaPLANES

R-ROSACE is an extension of the open source ROSACE
case study, adding redundant controllers. The compo-
nent breakdown of R-ROSACE, presented in fig. 10,
allows the generation of the R-ROSACE sLa. R-
ROSACE has been implemented with multiple frame-
works, following the architecture of simulation de-
scribed in sec. “The Simulation Distributed Architecture
Model”; the redundancy of controllers is illustrated in
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Figure 10: RROSACE components breakdown

the components breakdown figure, with FCC for Flight
Control Computer. In R-ROSACE, there are 15 com-
ponents, 57 channels, and 6 requirements. The require-
ments are due to the redundancy between FCCs. There
is coincidence between each FCCs couple and the wiring,
as well as between data received by FCCs couple, and
FCC monitoring. An excerpt of this sLa, with a com-
ponent, a channel and a requirement, is shown in lst. 1.
In this excerpt, the following is written:

• Component engine – the engine is simulated with a
period of 50 ms and an estimated time budget of 1
ms. The simulated engine component has an input
port the delta_x_c, a change of thrust command,
and an output port, T, a simulated thrust.

• Channel engine T to flight_dynamic T – the en-
gine to flight dynamic thrust channel.

• Coincidence requirement between fcc_1a, fcc_1b,
and wiring – a coincidence requirement for the
wiring to receive the delta thrust computed by FCC
1A and the validation of this command by FCC 1B
at the same logical time.

R-ROSACE implementations are tested through
multiple operational scenarios. An operational
scenario is a set of events that includes the inter-
action of a system with its environment and its
users. A full description of R-ROSACE, opera-
tional scenarios, and Simulink models, are available
at https://svn.onera.fr/schedmcore/branches/

ROSACE_CaseStudy/redundant/. The coincidence re-
quirements in R-ROSACE are described in (Deschamps
et al. 2018).

R-ROSACE allocation on sEaPLANES

The full sEaPLANES sEa, with an unlim-
ited number of logical processors, and with-

out real-time constraints, is shown in lst. 2.

Listing 1: R-ROSACE sLa excerpt
<?xml ve r s i on=" 1 .0 " ?>
<s l a name=" r r o s a c e " xmlns="">

<components>
<component name=" engine " per iod="50ms"
time_budget="1ms">

<ports_in>
<port l a b e l="delta_x_c"/>

</ports_in>
<ports_out>

<port l a b e l="T"/>
</ports_out>

</component>
<!−− . . . −−>

</components>
<channe l s>

<channel>
<from component=" engine " port="T"/>
<to component=" f l ight_dynamics " port="T"/

>
</ channel>

<!−− . . . −−>
</ channe l s>
<requi rements>

<requirement weight="100">
<co inc id enc e>

<path>
<ord index="0">

<channel>
<from component=" fcc_1a" port="

delta_x_c"/>
<to component=" wir ing " port="

delta_x_c_1"/>
</ channel>

</ord>
</path>
<path>

<ord index="0">
<channel>

<from component=" fcc_1a" port="
delta_x_c"/>

<to component=" fcc_1b" port="
delta_x_c_com"/>

</ channel>
</ord>
<ord index="1">

<channel>
<from component=" fcc_1b" port="

relay_delta_x_c"/>
<to component=" wir ing " port="

relay_delta_x_c_1"/>
</ channel>

</ord>
</path>

</ co inc id enc e>
</ requirement>

<!−− . . . −−>
</ requi rements>

</ s l a>

The allocation tool was run with multiple configura-
tions. Configuration consisted of different heuristics,
various inputs order, and additional constraints. In all
the cases tested, an allocation has been found, and few
cases did not satisfy all constraints. Nevertheless, the
allocation is not guaranteed, and with a different case
study, we could have had configurations that do not

117



allow allocations. The resulting allocations have been
tested with the real simulator, with tracing and data
logging for verification. All the resulting scheduling es-
timation from allocation were similar to real schedulings
on real targets.

Listing 2: sEaPLANES sEa
<?xml ve r s i on=" 1 .0 " ?>
<sea name=" seap lane s " xmlns="">

<log i c a l_p r o c e s s o r s mu l t i p e r i od i c="True"
rea l−time=" Fal se ">

<intraprocessor_communicat ion />
<interprocessor_communicat ion opt ion="

p2p" sync=" synchronous "/>
</ l o g i c a l_p r o c e s s o r s>

</ sea>

When choosing different heuristics, with the inputs pro-
vided in the default order and no additional constraints,
the results are different allocations, with constraints sat-
isfied in all the cases. First-fit and Worst-fit heuristic are
similar; all the components are pushed on the first logi-
cal processor. The resulting allocation file is provided in
lst. 3, with one component per logical processor, sched-
uled respecting their orders (ord), and their periods. It
should be noted that the two different allocations have
slightly different simulation results, all acceptable, and
different performances. Simulation with first-fit/worst-
fit heuristics uses 0,1 s to run one simulation second,
while simulation with first-fit/worst-fit heuristics uses
0,4 s to run one simulation second. This is due to the
use of the time-consuming synchronization mechanism
that is increased with the second allocation.
When modifying the input orders, especially between
the FCCs and wiring, or when adding constraints, such
as an affinity constraint, the resulting allocation might
not verify all the constraints.
Two examples can be considered:

• With the input sequence [ FCC1A, wiring, FCC1B ]
and first-fit heuristic – After allocating FCC1A and
wiring in this order on a same logical processor,
which means a logical latency of 0 s between the
two components, FCC1B cannot be allocated with
a logical latency of 0 s from FCC1A, and a logical
latency of 0 s to wiring. FCC1B is allocated in
the same logical processor, and the logical latency
to wiring is 50 ms. Trying to allocate FCC1B to
another logical processor leads to 200 ms of logical
latency from FCC1A, and 200ms to wiring.

• With the input sequence [ FCC1A, FCC1B,
FCC2A, FCC2B, wiring ], next-fit heuristic, and
adding an affinity constraint between FCC1A,
FCC1B – FCC1A and FCC1B will be allocated
in the same logical processor, while FCC2A and
FCC2B in two different one. When trying to allo-
cate wiring, two of the coincidence constraints can-
not be satisfied, irrespective of the logical processor
chosen.

Listing 3: Allocation with first-fit and worst-fit
<?xml ve r s i on=" 1 .0 " ?>
<a l l o c a t i o n name=" a l l o c " xmlns="">

<log i c a l_p ro c e s s o r>
<task name=" engine " ord="0" per iod="50ms"/>
<task name=" e l e va t o r " ord="1" per iod="50ms"/>
<task name=" f l ight_dynamics " ord="2" per iod="
50ms"/>
<task name=" h_ f i l t e r " ord="3" per iod="100ms"/>
<task name=" a z_ f i l t e r " ord="4" per iod="100ms"/
>
<task name=" Vz_f i l t e r " ord="5" per iod="100ms"/
>
<task name=" q_ f i l t e r " ord="6" per iod="100ms"/>
<task name=" Va_f i l t e r " ord="7" per iod="100ms"/
>
<task name=" fcu " ord="8" per iod="200ms"/>
<task name=" fl ight_mode" ord="9" per iod="200ms
"/>
<task name=" fcc_1a" ord="10" per iod="200ms"/>
<task name="fcc_1b" ord="11" per iod="200ms"/>
<task name=" fcc_2a" ord="12" per iod="200ms"/>
<task name="fcc_2b" ord="13" per iod="200ms"/>
<task name=" wir ing " ord="14" per iod="50ms"/>

</ l og i c a l_p ro c e s s o r>
</ a l l o c a t i o n>

Conclusion and perspectives

In this paper, we presented an allocation tool imple-
menting the method we developed in previous work.
We developed an extensible allocation tool, that can use
multiple methods for allocating sLa components on sEa
tasks. We developed basic heuristics to test the alloca-
tion tool, and we displayed them with the R-ROSACE
on sEaPLANES case study. Although this case study
is straightforward regarding the target at Airbus, we
proved on this small case study that we can automati-
cally generate allocation and scheduling, respecting re-
quirements, from the description of the components and
execution architecture.
Nevertheless, one of the first criticisms we can make
on our tool is that the implemented heuristics are too
limited. Indeed, depending on the components input
order, the result can vary enormously. The problem is
that a component placed during the execution of one of
these heuristics cannot be moved, even if a move could
significantly improve the results.
Moreover, the result depends greatly on the validity of
the inputs. Adding constraints that do not exist due
to overzealousness can have a negative impact on the
result. Conversely, not identifying a constraint can lead
to unrepresentative scheduling, without our tool being
able to indicate it fully.
Finally, the currently developed tool is modular and ex-
tensible, with different scheduler, communication, syn-
chronization, and heuristics. An inconvenience is that
adding a sEa with exotic local schedulers or communica-
tions is currently expensive in our tool. Many methods
need to be overridden. For instance, the delays estima-
tion on data paths. We are aware that our tool is today
only a proof of concept, but such complexity is not to
be neglected in the context of industrialization.
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While the problems of input validities and the cost
of adding new sEas are implementation or integration
challenges, for which we do not have any improvement
proposals for the moment, we do have a way to im-
prove the heuristics. The next step in our work is to
implement a heuristic for which the order of the in-
put components has no impact. We have already iden-
tified a metaheuristic candidate, simulated annealing
adapted to CPS simulation scheduling, by considering
simulation constraints, and generating state neighbor-
hood from partitioning and mapping.
Finally, the step of creating sEaPLANES federates from
allocation files is currently quite fast, but manual. We
also plan to set up code generators from the allocation
files.
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ABSTRACT

In manufacturing, a single batch server can
often group a number of customers that re-
quire the same type of service. In this paper,
a shared queue without customer reordering
is used in order to reduce the variability of
throughput time of material throughout the
manufacturing process which guarantees a
global First-Come-First-Served (FCFS) ser-
vice discipline. This is a significant difference
with the more common polling systems where
each type of customer has a dedicated queue.
The batch server in this paper has a variable
service capacity that depends on the classes
of the customers in the queue. This paper ex-
tends previous work by considering a general
number of N customer classes. During the
analysis, we focus on the system occupancy
of this system at random slot boundaries.

INTRODUCTION

Customer differentiation has been studied
mostly in the context of polling systems, for
instance by Boxma et al. (2008) , Goswami

et al. (2006), Dorsman et al. (2012) or Fowler
et al. (2002). These types of models use a
different queue for each class of customer.
However, this is not always feasible because a
more complicated structure is needed to filter
the arrivals which increases the operational
cost of the system. In this paper, we use a
single shared queue for all customer classes
and there is no reordering of customers al-
lowed. This results in a global FCFS ser-
vice discipline which also ensures a consistent
throughput time flow of products throughout
the manufacturing process. A consistent flow
can be a system requirement in manufactur-
ing for accurately predicting the delay un-
til order completion. A global FCFS service
discipline can also be used in telecommunica-
tions where strict fairness rules are required.
This is described in more detail by, for in-
stance, Avi-Itzhak and Levy (2004).

The previously mentioned papers on polling
systems also incorporated batch service but
they assumed the service capacity to be con-
stant. We will look at a batch server with a
stochastic capacity. Examples of these types
of models can be found in Chaudhry and
Chang (2004), Sikdar and Samanta (2016) or
Pradhan et al. (2015). All these examples
have in common that the service capacity is
independent of the state of the system and
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the customers in the queue. In Germs and
Foreest (2013), the authors looked at a sys-
tem where many of the parameters such as
the service capacity and service time are de-
pendent on the number of waiting customers.

The batch server in this paper is capable of
grouping all customers of the same class but
only up to the first customer of another class
due to the lack of customer reordering in the
shared queue. This results in a stochastic ser-
vice capacity that depends on the classes of
the waiting customers. Since the server can
group only same-class customers, the length
of such a sequence will have a key impact
on the performance of this system. For this
reason, we incorporate a tendency for same-
class clustering in the arrival process which
has been studied before for the case of two
classes and without batch service in, for in-
stance, Maertens et al. (2012). In manufac-
turing, this tendency often occurs due to sort-
ing the schedule over short intervals resulting
in correlation between the classes of consec-
utive customers.

In Baetens et al. (2016), we looked at the sys-
tem occupancy of a system that combines the
previously described variable capacity batch
server and 2-class arrival process with clus-
tering. The delay of this model has been
studied in Baetens et al. (2018). The main
contribution of our paper is extending previ-
ous work that only looked at arrival processes
with 2 classes to a more generic case with N
different customer classes which significantly
alters the analysis. An overview of the anal-
ysed system is shown in Figure 1. The fo-
cus of the paper is the probability generat-
ing function (pgf) of the system occupancy
at random slot boundaries. Differentiating
between N customer classes changes the be-
haviour of the system since the alternation
of customer classes is no longer guaranteed
which significantly increases the complexity.
An important part of the analysis is the proof
that the denominator of the pgf of the system
occupancy has N zeroes inside the unit circle
which allows us to find a unique solution for
all unknowns we introduced during the anal-
ysis.

2 2 3 1 1 1

Batches

Single server,
Single slot 

service-timesi.i.d. 
arrival process

E(z)

Customer classes:
Markov chain with
transition matrix σ 

Figure 1: Overview of the system

We first give a more detailed description of
the discrete-time queueing system. During
the analysis of this system, we focus on the
stability condition and the system occupancy
at random slot boundaries. Afterwards, we
present a numerical example in order to look
at the impact of variance in the arrival pro-
cess, and finish with drawing some conclu-
sions.

MODEL DESCRIPTION

We start by looking at the arrival process
of the discrete-time queueing system being
analysed. The number of arrivals in consecu-
tive slots is independent and identically dis-
tributed and the total number of arrivals in a
single slot follows a generic distribution with
the probability mass function (pmf) e(n) and
generating function E(z) with a mean arrival
rate of λ = E′(1). We distinguish N differ-
ent customer classes in the arrival stream of
packets. In order to model the tendency for
clustering in the arrival process, we introduce
correlation between the classes of consecutive
customers by using the transition matrix σ
given by

σ =

⎡
⎢⎣
σ1,1 · · · σN,1

... σi,j · · ·
σ1,N · · · σN,N

⎤
⎥⎦ ,

where σi,j is the probability that the class of
a random customer is of class j given that its
predecessor is of class i. When σi,i is larger
than the probability that a random customer
belongs to class i, then the expected length
of a sequence of class i customers is larger
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than if there would be no correlation between
consecutive customers which results in a ten-
dency for clustering of class i customers.

As mentioned earlier, we use a single shared
queue for customers of all classes and do not
allow reordering of customers in this queue.
The result of these restrictions is a global
FCFS-service discipline. An advantage of us-
ing a shared queue is that the complexity
of the system is lower than with dedicated
queues resulting in a reduced cost. A disad-
vantage of the decreased complexity is that
no optimizing of the arrival stream is possi-
ble, generally resulting in a decreased perfor-
mance.

The last part of the model is the service pro-
cess. The system has a single batch server
that can take all same-class customers that
are waiting at the head of the queue. We
place no limit on the maximum service capac-
ity but in practice the service capacity is lim-
ited by the length of a sequence of same-class
customers, which follows a geometric distri-
bution with parameter σi,i. This means that
the degree of clustering, determined by the
probability σi,i will play an important role
in the performance of the system. The ser-
vice time of a batch of class i customers does
not depend on the size of the batch, nor on
the class of the customers in it, and is always
equal to a single slot.

ANALYSIS

During the analysis, we will first give the sys-
tem equations that capture the behaviour of
the system at random slot boundaries. Then
we will look at the stability condition by look-
ing at a saturated system. At the end of the
analysis, we will obtain a closed-form expres-
sion for the steady-state probability generat-
ing function of the system occupancy at ran-
dom slot boundaries.

System Equations

In order to find the equations that capture
the behaviour of the system, we will first de-
fine three random variables uk, tk and ck.

The random variable uk represents the sys-
tem occupancy at the k-th slot boundary. Be-
cause the server only groups customers that
belong to the same class, we can define the
type or class of a batch as the class of the
customers in it. The class of the most re-
cently initiated batch is denoted by tk. This
corresponds with the class of the batch cur-
rently being processed if uk > 0 or the pre-
vious batch if uk = 0. Lastly, the variable
ck corresponds to the number of customers
in service during slot k which follows a ge-
ometric distribution with parameter σi,i for
a batch of class i customers limited by the
system occupancy.

We can distinguish three cases in the system
equations. The first case occurs when either
the server is idle in the k-th slot or all cus-
tomers in the system are in service, uk = ck,
which results in an empty queue. If there
were also no arrivals during slot k, then the
system will be idle in slot k+1 and tk+1 = tk.
Otherwise, if there was at least one arrival
during slot k, then a new service will be ini-
tiated and the class of the batch will be deter-
mined by the class of the first arrival and the
system occupancy will be equal to the total
number of arrivals during the k-th slot. Since
the single server can only group customers
belonging to the same class, the service ca-
pacity ck+1 follows a geometric distribution
limited by the number of customers in the
system. Lastly, when not all customers in the
system at the k-th slot boundary belonged to
the same class or ck < uk then there will be
at least one customer left behind in the queue
at the next slot boundary which means a new
service can be initiated and the class of the
customers in this batch cannot be the same
as the previous batch. Otherwise the cus-
tomer(s) at the head of the queue would also
have been processed in the k-th slot.

If we now assume that tk = i, we obtain the
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following system equations

(uk+1, tk+1, ck+1) =⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(0, i, 0) if uk = ck & ek = 0 ,

(ek, Ti,k,min(G(tk+1), ek)

if uk = ck & ek > 0 ,

(uk − ck + ek, T
′
i,k,min(G(tk+1), uk+1))

if 0 < ck < uk ,

(1)

where Ti,k ∈ {1, . . . , N} is class j with prob-
ability σi,j , T

′
i,k ∈ {1, . . . , N}\{i} is of class

j with probability σi,j/(1 − σi,i) and G(i) is
a geometrically distributed random variable
with parameter σi,i.

Stability Condition

In order to obtain a condition under which
the system is stable, we will look at a satu-
rated system. That is a system where there
are always more than enough waiting cus-
tomers so that the system is never idle and
the service capacity is not limited by the
number of waiting customers. More details
on this method can be found in Baccelli and
Foss (1995). With this assumption, the sys-
tem equations of Eq. are reduced to the last
line since 0 < ck < uk always holds true. If
we denote the steady-state probability that a
random batch contains class i customers by
Pr[t = i], then by using the definition

[σ′]i,j :=

{
0 if i = j,
σi,j

1−σi,i
otherwise ,

where i and j are respectively the row and
column indices, we obtain the following equa-
tions for these probabilities⎡

⎢⎢⎢⎣
Pr[t = 1]
Pr[t = 2]

...
Pr[t = N ]

⎤
⎥⎥⎥⎦ = σ′

⎡
⎢⎢⎢⎣
Pr[t = 1]
Pr[t = 2]

...
Pr[t = N ]

⎤
⎥⎥⎥⎦ .

We obtain the probability that a random
batch contains class i customers by solv-
ing this set of N equations with the addi-

tional equation for the sum of the probabili-

ties
N∑
i=1

Pr[t = i] = 1.

The stability condition dictates that the
mean number of customers arriving in a slot,
defined in the model description as λ, must be
smaller than the mean number of customer
leaving. Since the size of a sequence of class
i customers follows a geometric distribution
with the parameter σi,i and expected length
of 1

1−σi,i
customers, the system will only be

stable if and only if the following condition
holds

λ <
N∑
i=1

Pr[t = i]
1

1− σi,i
. (2)

System Occupancy

As mentioned earlier, we will focus on obtain-
ing the steady-state pgf of the system occu-
pancy at random slot boundaries. The first
step is to find the probabilities that the sys-
tem is idle in a random slot and the most
recently initiated batch contained class i cus-
tomers, denoted by UI,i. Then we will cal-
culate the partial pgfs Ui(z), with the cor-
responding pmf ui(n) = limk→∞ Pr[uk =
n, tk = i], of the system occupancy at random
slot boundaries on which the server initiated
a batch of class i customers. The probabili-
ties UI,i can be calculated by using the first
case in Eq. (1). We obtain that

UI,i =UI,iE(0) + E(0)

∞∑
m=1

ui(m)σm−1
i,i

UI,i =
E(0)

1− E(0)

Ui(σi,i)

σi,i
. (3)

The partial pgfs Ui(z) =
∑∞

m=1 ui(m)zm

(1 ≤ i ≤ N) of the system occupancy at
random slot boundaries in which a batch of
class i customers is initiated, are obtained by
using the system equations that lead to a ser-
vice initiation. These system equations cor-
respond with the second and third case of Eq.
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(1), resulting in

Ui(z) =
N∑
j=1

lim
k→∞

σj,iE[zek |uk = ck, ek > 0,

tk = j, tk+1 = i] +
∑
j 	=i

lim
k→∞

σj,i

1− σj,j

· E[zuk+1 |0 < ck < uk, tk = j, tk+1 = i] .

Since the service times of classes of all batches
are single slots, this leads to

Ui(z) =
N∑
j=1

UI,j(E(z)− E(0))σj,i

+
N∑
j=1

Uj(σj,j)

σj,j
(E(z)− E(0))σj,i

+
∑
j 	=i

∞∑
m=1

m−1∑
n=1

uj(m)σn−1
j,j zm−nE(z)σj,i

=
N∑
j=1

σj,iUj(σj,j)

σj,j

E(z)− E(0)

1− E(0)

+ σj,iE(z)
∑
j 	=i

zUj(σj,j)− σj,jUj(z)

σj,j(σj,j − z)
. (4)

Each class i has such an equation, we obtain
the following matrix equation

[A]i,j :=

{
1 if i = j,
σj,iE(z)
σj,j−z otherwise ,

A·

⎡
⎢⎣
U1(z)

...
UN (z)

⎤
⎥⎦ =

⎡
⎢⎣
B1(z)

...
BN (z)

⎤
⎥⎦ ,

where i and j respectively correspond with
the class of the new and previous service, and
Bi(z) is equal to

Bi(z) :=
N∑
j=1

σj,iUj(σj,j)

σj,j

E(z)− E(0)

1− E(0)

+
∑
j 	=i

zσj,iE(z)

σj,j − z

Uj(σj,j)

σj,j
.

At this point, we have a set ofN equations for
the N partial pgfs Ui(z) which allows us to

find a unique expression for each Ui(z). By
summing all partial pgfs Ui(z) and the idle
probabilities in Eq. (3), we obtain the steady-
state pgf U(z) of the system occupancy at
random slot boundaries

U(z) =

N∑
i=1

UI,i +
N∑
i=1

Ui(z) .

From Eq. (3) and (4), it is clear that there are
still N remaining unknowns, namely Ui(σi,i)
for 1 ≤ i ≤ N , in this expression. The de-
nominator DN (z) of the pgf U(z) of the sys-
tem occupancy at random slot boundaries is
equal to the determinant ofAmultiplied with

the term
N∏
i=1

(z−σi,i) in order to eliminate all

denominators in Bi(z). Due to the proper-
ties of the determinant, this is equal to mul-
tiplying each column j with (z− σj,j), which
results in

[D(z)]i,j =

{
z − σi,i if i = j,

−σj,iE(z) otherwise ,

DN (z) = |D(z)| .

In the last part of the analysis, we will prove
that this denominator has N zeroes inside
the circle |z| = 1 + ε. These N zeroes will
be used to obtain a set of N equations that
will allow us to find the N remaining un-
knowns Ui(σi,i), for 1 ≤ i ≤ N . This proof
is based on work done by Chaudhry et al.
(2016) where a similar result was obtained
by using induction on the size of the matrix.
For the case that N is equal to 1, we obtain
(z − σ1,1) for the denominator which clearly
has a single zero inside the unit circle. In the
next part, we assume thatDN−1(z) has N−1
zeroes inside or on the unit circle and try to
use this assumption to prove that DN (z) has
N zeroes in the same area. We first write
DN (z) as

DN (z) =(z − σN,N )DN−1(z)

−
N−1∑
i=1

σN,iE(z)CN,i(z) ,

where CN,i(z) corresponds with the cofactor
of the element at row i and column N . By
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substituting |yN,i(z)| = |CN,i(z)|
|DN−1(z)| , we obtain

∣∣∣∣DN (z)− (z − σN,N )DN−1(z)

(z − σN,N )DN−1(z)

∣∣∣∣

=

∣∣∣∣∣∣∣∣

N−1∑
i=1

σN,iE(z)CN,i(z)

(z − σN,N )DN−1(z)

∣∣∣∣∣∣∣∣

≤

N−1∑
i=1

σN,i|E(z)||yN,i(z)|
|z − σN,N | , (5)

We can also prove that the following inequal-
ity holds for 1 ≤ i ≤ N

|z − σi,i| >|
N∑

j=1,j 	=i

σi,jE(z)| . (6)

By using the Taylor expansion, the left-hand
and right-hand side of the inequality can be
approximated respectively by

|z − σi,i| ≥1− σi,i + ε

|
N∑

j=1,j 	=i

σi,jE(z)| ≤(1 + λε+O(ε2))(1− σi,i) .

By trying to prove the opposite of Eq. (6), we
get a result that violates the stability condi-
tion of Eq. (2) which proves that the inequal-
ity holds on the circle |z| = 1 + ε. By com-
bining Eq. (6) with the observation that the
modulus of each entry of DN (z) is less than
1, we see that the entries satisfy Hadamard’s
condition on the circle |z| = 1 + ε. This im-
plies that |yN,i(z)| < 1 for 1 ≤ i < N which,
based on Eq. (5), results in the following in-
equality∣∣∣∣DN (z)− (z − σN,N )DN−1(z)

(z − σN,N )DN−1(z)

∣∣∣∣

<

N−1∑
i=1

σN,i|E(z)|
|z − σN,N | < 1 ,

where we again used Eq. (6) that indicates
that the modulus of the diagonal elements
is larger than the sum of the modulus of
the remaining elements on the row. This

means that |f(z)| > |g(z)|, where f(z) =
(z − σN,N )DN−1(z) and g(z) = DN (z) −
(z − σN,N )DN−1(z). Rouché’s theorem, see
Adan et al. (2006), then indicates that f(z)
and f(z) + g(z) have the same number of
zeroes inside the unit circle |z| = 1. Since
we assumed at the start of the proof that
DN−1(z) has N − 1 zeroes and (z − σN,N )
clearly has a single zero in the same area,
DN (z) = f(z) + g(z) has N zeroes. These
N zeroes, assuming they are all distinct, al-
low us to form a set of N equations to find a
unique solution for the remaining unknowns.
However, if not all zeroes are distinct, then
it is an indication of a high degree of sym-
metry between two or more classes in the ar-
rival process. This symmetry can be used to
complete the set of equations necessary for
finding a unique solution.

NUMERICAL EXAMPLES

During our discussion of some numerical ex-
amples, we will focus on the impact of vari-
ance in the arrival process. For this reason,
we use an arrival process that is the weighted
sum of two geometrics with the following pgf

E(z) =
a

1 + λ
2a (1− z)

+
1− a

1 + λ
2(1−a) (1− z)

,

where the parameter a is chosen so that the
variance in the arrival process with parame-
ter a is equal to σ2

a = νσ2
0.5 where σ2

0.5 is the
variance of the geometric distribution with
mean λ. In our examples we look at three
customer classes, N = 3, and the matrix σ
that contains the transition probabilities, is
given by

σ =

⎡
⎣0.7 0.2 0.1
0.1 0.8 0.1
0.2 0.2 0.6

⎤
⎦ .

In Figure 2 and 3, we look at the impact of
variance in the arrival process on the mean
system occupancy and the idle probability
(which is the sum of all UI,i with 1 ≤ i ≤ N)
by changing the parameter ν. The parame-
ter ν is used to compare the variance in the
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Figure 2: Impact of increased variance in
the arrival process on the mean system oc-

cupancy

arrival process to the variance of a normal
geometric distribution. In Figure 2, we first
notice that an increased variance in the ar-
rival process significantly increases the mean
system occupancy. One important note is
that the impact of higher variance becomes
stronger when the arrival rate is higher. This
observation is however not true for the prob-
ability that the server is idle in a random slot.
In Figure 3, we notice that although a higher
variance always increases the probability that
the server is idle, a point is rapidly reached
at which increasing the variance further only
leads to a negligible change in the idle proba-
bility. We also observe that the line for ν = 1
(minimal variance) first decreases faster than
the other lines but for higher arrival rates,
the lines again move closer together. This
means that there is an arrival rate at which
the impact of the degree of variance in the
arrival process reaches a maximum value and
increasing the arrival rate does not further
increase this impact which is different from
what we observed for the mean system occu-
pancy in Figure 2.

Figure 3: Impact of increased variance in the
arrival process on the idle probability

CONCLUSIONS

In this paper, we analysed a multi-class sys-
tem with a batch server that has a service
capacity that depends on the content of the
queue. More specific, the batch server can
group all waiting customers at the head of
the queue as long as they belong to the same
class. Due to the way customers are grouped
together, we also incorporated a method to
include clustering of same-class customers in
the arrival stream. During the analysis, we
looked at the condition under which the sys-
tem is stable and we obtained the steady-
state pgf of the system occupancy at ran-
dom slot boundaries. In the numerical ex-
amples, we focused on the impact of variance
in the arrival process on the idle probabil-
ity and mean system occupancy. We noticed
that an increase of the variance in the arrival
process always leads to a significant increase
of the mean system occupancy but that this
is not the case when we look at the idle prob-
ability. For this performance value, a point
is quickly reached at which further increasing
the variance in the arrival process has a neg-
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ligible impact. The main extension that we
are working towards is to include a more com-
plex service process with class-dependent ser-
vice and switch-over times which would allow
us to more accurately model systems where
switching between types can take a long time,
for instance in manufacturing.
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ABSTRACT

This paper considers a two-level distribution system
consisting of a supplier and a set of retailers. The re-
tailer demand rates are stochastic, but replenishments
by the supplier are periodic, based on the known aver-
age retailer demand rates. Hence, the considered opti-
mization problem is a Cyclic Inventory Routing Prob-
lem (CIRP). To cope with the demand variability, two
safety mechanisms are introduced: safety inventory at
each retailer and lateral transshipments among the re-
tailers. The cyclic schedule for the replenishments from
the supplier is generated using a state-of-the-art heuris-
tic solution method. The safety inventory levels are de-
termined by balancing the inventory holding costs with
the expected stockout costs. For the lateral transship-
ments, a MILP is proposed that determines, in each
period, whether redistributing items among retailers is
beneficial based on their optimal inventory levels, their
actual inventory levels and the costs of transport be-
tween them. To balance safety inventory holding costs
with the costs of redistribution, an iterative solution ap-
proach is proposed that determines a virtual stockout
cost. The proposed solution approach is analyzed in a
simulation analysis under varying levels of demand vari-
ability and stockout costs.

INTRODUCTION

Increasing distribution costs have forced companies to
optimize their transportation and inventory operations
in order to stay profitable. Over the years, the focus of
these companies has shifted from single-firm optimiza-
tion to supply chain optimization, such that the overall
supply chain’s operations are managed in a more coor-
dinated way and its cost efficiency is improved (Mentzer
et al. 2001, Power 2005).

this paper, we consider a two-level distribution network
consisting of a single supplier S that replenishes a set
of retailers I with one type of product. Demand at the
retailers ai,t (i.e., the demand at retailer i in time pe-
riod t) is assumed to be stochastic with a known proba-

bility distribution. In the distribution network, there
is both vertical collaboration (i.e., among players on
subsequent levels of the supply chain) and horizontal
collaboration (i.e., among players on the same level of
the supply chain). Vertical collaboration is introduced
through Vendor Managed Inventory (VMI), while hor-
izontal collaboration is established by allowing retail-
ers to redistribute items among each other (i.e., lateral
transshipments).

Under VMI, the supplier manages the inventory at the
retailers. Based on demand and inventory data, the
supplier decides on the replenishment timing and quan-
tity for all retailers. VMI thus offers the possibility to
coordinate transportation and inventory decisions bet-
ter and to design more cost efficient routes. The inte-
grated optimization problem that the supplier faces is
the Inventory Routing Problem (IRP). Comprehensive
reviews on VMI and IRP are given by Moin and Salhi
(2007), Andersson et al. (2010) and Coelho et al. (2013).

Usually, when demand is stochastic, a reactive solution
approach is applied (as opposed to cyclic solution ap-
proaches when demand is constant) for the IRP. In re-
active solution approaches, critical retailers are identi-
fied on a daily basis and the supplier designs new vehi-
cle routes to replenish these critical retailers every day.
However, Raa (2014) has shown that a cyclic replen-
ishment approach is still valid under stochastic demand
rates if sufficient slack is provided through safety stock
at the retailers and spare capacity in the replenishment
routes. A cyclic solution approach also has the advan-
tage that replenishment frequencies and vehicle routes
remain the same over time. Hence, we consider the
Cyclic Inventory Routing Problem (CIRP) for the dis-
tribution between the supplier and his retailers.

To cope with the fluctuations in demand, two safety
mechanisms are incorporated. First of all, safety in-
ventory is kept at the retailers. Raa (2014) proposed
a model that includes safety inventory in the CIRP so-
lution based on the stockout cost (βi per unit short)
and inventory holding cost (ηi per unit per period) at
the retailers (i ∈ I). Secondly, horizontal collabora-
tion through lateral transshipments among the retailers
is established. Retailers that have more stock on hand
than necessary can redistribute items to retailers that
have a high risk of running out of stock (Tagaras 1999).
As a result, these lateral transshipments result in both
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reduced holding costs and reduced stockouts. A liter-
ature overview on inventory models with lateral trans-
shipments was written by Paterson et al. (2011).
The contribution of this paper lies in the combination of
these two safety mechanisms and an assessment of how
they influence each other. On the one hand, high levels
of safety inventory lower the need for redistribution. On
the other hand, since redistribution helps avoid stock-
outs, less safety inventory is necessary. An iterative so-
lution approach is therefore proposed that reoptimizes
the cyclic VMI delivery schedule and the safety inven-
tory levels at the retailers based on an evaluation of how
redistribution among the retailers lowers inventory and
stockouts. Reiteration is done until the best balance
between distribution costs, inventory costs, redistribu-
tion costs and stockout costs is achieved. A simulation
analysis is performed to investigate the balance between
providig safety inventory and performing redistribution
among the retailers under different degrees of demand
variability and under different stockout cost levels.

CIRP SOLUTION ALGORITHM

The CIRP replenishment routes are designed using a
two-phase route and fleet design heuristic by Raa (2014)
and Raa and Dullaert (2017). In the first phase, vehi-
cle routes are designed using a construct-and-improve
heuristic. The construction step adopts the Clarke
and Wright savings heuristic (Clarke and Wright 1964),
while the improvement is done by classic local search op-
erators for routing (2-opt, relocate and exchange). Both
the savings heuristic and the local search operators have
to be extended for the case of cyclic inventory routing,
however.
Namely, routes in the CIRP are repeated cyclically, so
each route r has a cycle time Tr. that must be chosen
such that the cost rates of the route is minimized. On
the one hand, the supplier incurs a distribution cost Fr

every time route r is made, consisting of a vehicle load-
ing and dispatch cost, the delivery costs at the retailers
replenished by route r, and the transportation cost to
actually drive the route. On the other hand, the re-
tailers incur inventory holding costs (for cycle inventory
and safety inventory) and stockout costs.
Given the average daily demand rate di at retailer i
and the cycle time Tr of the route, the customer’s cy-
cle inventory is CIi = diTr

2 (i.e., half of the delivery
quantity). Given the standard deviation of a retailer’s
daily demand σi, the standard deviation of demand per
cycle is

√
Trσi. and the appropriate safety inventory

level is SIi = Zir

√
Trσi, with Zir a safety factor de-

pending on the length of the cycle time Tr, the inven-
tory holding cost per unit per day ηi and the stockout
cost per unit βi. More specifically, Zir is the standard
normal value corresponding to the percentile 1 − Trηi

βi
.

The expected shortage per replenishment cycle is calcu-
lated using the standard normal loss function L(Zir) as

ESPRCi = L(Zir)
√
Trσi. Hence, the total cost rate of

a route TCRr visiting retailer set Ir is:

TCRr =
Fr

Tr
+ Tr

∑
i∈Ir

ηidi
2

+
√
Tr

∑
i∈Ir

ηiZirσi

+
1√
Tr

∑
i∈Ir

βiL(Zir)σi (1)

The CIRP heuristic looks for the optimal cycle time that
minimizes this total cost rate of a routes by iterating
over different values of Tr. However, the cycle time is
restricted by the vehicle capacity κ and the storage ca-
pacity at the retailers κi.

REDISTRIBUTION POLICY

Even with safety inventory incorporated in the CIRP
replenishments, the actual demand incurred by the re-
tailers may lead to a stockout. The second safety mech-
anism to help avoid stockouts is redistribution of goods
among retailers.

Every period (i.e., every day), the inventory levels of the
retailers are checked and the usefulness of redistributing
goods among retailers is evaluated. For every customer,
in every period, a desired inventory level can be deter-
mined, based on its average daily demand and standard
deviation, its inventory holding cost ηi, its stockout cost
βi, and the number of periods until the next replenish-
ment by the supplier. This desired inventory level bal-
ances the holding costs with the expected stockout costs
(and is derived similar to the safety stock level in the
CIRP approach).

In every period, two types of retailers are distinguished.
If the actual inventory level of a retailer is higher than
its desired inventory level, this retailer is marked as a
contributor and the difference between the actual and
desired inventory level is the contributor quantity qi.
If the actual inventory level is lower than the desired
inventory level, the retailer is a receiver and the differ-
ence between the desired and actual inventory level is
the receiver quantity qj . (Receivers are indexed with j,
contributors with i.)

Both the actual and optimal inventory level correspond
to a certain stockout risk before the next replenishment,
and hence to a certain expected stockout cost. For re-
ceivers, the difference between the desired and actual
expected stockout cost is negative and is denoted deltaj
(i.e., bringing a quantity qj to receiver j results in a
decreased expected stockout cost). For contributors,
the difference between the desired and actual expected
stockout cost is positive and is denoted deltai (i.e., using
the quantity qi of contributor i results in an increased
expected stockout cost).

As soon as the set of receivers (denoted R) and the set
of contributors (denoted C) have been identified, the
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following optimization problem can be solved. It de-
termines the cost of redistribution, identifies which re-
tailers will participate and what quantities will be re-
distributed. In the MILP model below, xij is a binary
variable denoting whether items are shipped from con-
tributor i to receiver j, while zij is a continuous variable
denoting the volume being shipped. yi denotes whether
contributor i ∈ C is actually taking part in the redistri-
bution.

minimize
∑
i∈C

δiyi +
∑
j∈R

δjyj +
∑
i∈C

∑
j∈R

cijxij (2)

s.t.
∑
j∈R

zij ≤ qiyi ∀i ∈ C (3)

∑
i∈C

zij = qjyj ∀j ∈ R (4)

zij ≤ min(qi, qj)xij ∀i ∈ C, ∀j ∈ R (5)

yi ∈ {0, 1}, yj ∈ {0, 1} ∀i ∈ C, ∀j ∈ R (6)

xij ∈ {0, 1}, zij ≥ 0 ∀i ∈ C, ∀j ∈ R (7)

The objective function minimizes the total cost, consist-
ing of the increased expected stockout costs of the con-
tributors that take part in the redistribution (and for
whom δi > 0), the decreased expected stockout costs of
the receivers that are involved in the redistribution (and
for whom δj < 0), and the redistribution cost. If items
are shipped between a contributor and retailer, the as-
sociated cost is cij , comprising a travel cost, a loading
cost at the contributor and an unloading cost at the re-
ceiver. If the objective function is negative, the decrease
in expected stockout costs of the receivers outweighs the
incurred redistribution cost and the increase in expected
stockout cost of the contributors, which means that re-
distribution is beneficial in the considered time period.
Constraint (3) imposes that if contributor i is active,
it can supply at most qi, while Constraint (4) imposes
that if receiver j is replenished in the redistribution, it
has to receive qj . Constraint (5) links the continuous
variables zij to the binary variables xij . Note that the
number of items the contributors are willing to ship to
the receivers can be lower or higher than the number
of items the receivers want to receive. The items can
be optimally redistributed if the contributor quantity
equals the receiver quantity. However, if the contributor
quantity is lower than the receiver quantity, then the
number of items that can be shipped to the receivers is
limited to the contributor quantity.
As soon as the redistribution problem has been solved
for a certain period t, the redistribution can be executed
(or no redistribution happens if the model indicates that
no savings can be achieved) and the inventory levels of
the participating retailers are adjusted based on the val-
ues of the zij variables. Then, the regular deliveries of
the cyclic replenishment scheme for that period t are

made, which also affects some of the retailers’ inventory
levels. Finally, the retailers observe the period’s demand
ait, after which the inventory level (and cost) as well as
the stockout level (and cost) of that period can be de-
termined. When this is simulated for a large enough
number of periods, the expected costs per period of reg-
ular distribution, redistribution, inventory and stockout
can be estimated.

ITERATIVE SOLUTION APPROACH

The optimal inventory level of the retailers in the CIRP
replenishments is determined based on their stockout
cost βi and their inventory holding cost ηi. However,
because of the redistribution that happens in some pe-
riods, the actual inventory and stockout levels (and their
corresponding costs) are lower than what is anticipated
in the CIRP solution, at the expense of the redistri-
bution costs of course. Therefore, the safety inventory
level of the CIRP solution should not be based solely on
the given stockout cost βi, but should also take into ac-
count the redistribution costs. Unfortunately, these are
not known beforehand and can only be estimated using
a simulation over many periods.
To overcome this issue, we propose the iterative solution
approach shown in the flow chart of Figure 1. In this
approach, the CIRP heuristic will be applied multiple
times with varying stockout costs λi. It starts with ap-
plying the CIRP heuristic using the given stockout costs
λi = βi, ∀i ∈ I. This results in an initial CIRP solution
that has an expected distribution cost rate DC∗, an ex-
pected inventory holding cost rate HC∗ (including cycle
and safety inventory) and an expected stockout cost rate
SC∗. Next, the actually incurred demand rates ait are
generated for all retailers over a long enough planning
horizon P and the simulation is performed that evalu-
ates the redistribution potential in each period. Once
this is done for the whole planning horizon, the incurred
redistribution cost rate RC, the inventory holding cost
rate HC and stockout cost rate SC are estimated.
Due to the redistribution, instead of a stockout cost
rate SC∗ (that the CIRP solution anticipates), an ac-
tual redistribution plus stockout cost rate RC + SC is
incurred. Thus, the CIRP heuristic overestimates the
stockout cost rate. Therefore, in the next iteration, the
stockout costs λi are updated based on the ratio of the
actual cost rates and the anticipated cost rates as fol-
lows.

Ratio =
SC +RC

SC∗ (8)

λi = λi ·Ratio (9)

The CIRP heuristic is then reapplied using the adjusted
stockout costs λi, resulting in a new replenishment solu-
tion and new expected cost rates. The simulation that
considers redistribution is also repeated, resulting in a
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new redistribution cost rate RC, inventory holding cost
rate HC and stockout cost rate SC. Note that the
stockout cost rate SC is calculated with the original
βi values and not with the virtual λi values. This gives
a new ratio of actual vs. anticipated cost rates, so the
stockout cost rates λi can be readjusted and the cycle
can be repeated. When the anticipated stockout cost
rate SC∗ (using the artificial λi values) is lower than
the actual cost rate RC +SC (using the original βi val-
ues), the λi values will increase in the next iteration.
That next iteration is the final iteration. The iteration
that resulted in the lowest total cost rate TC (i.e., the
sum of the distribution cost rate, the redistribution cost
rate, the inventory holding cost rate and the stockout
cost rate) is returned as the final solution. The optimal
total cost rate is denoted by TCopt.

SIMULATION ANALYSIS

To test the proposed solution approach, a simulation
analysis is performed. The solution approach was ap-
plied on two datasets containing 86 and 120 retailers.
The location of the retailers are generated randomly in
such a way that they are uniformly distributed in a circle
around the supplier. The distances between the supplier
and retailers are assumed to be the Euclidean distances.
The vehicles used by the supplier for the CIRP distribu-
tion have a capacity κ = 100 units. The storage capacity
at the retailers is assumed to be high enough to store
a full truckload (i.e. κi = 100 for all retailers). The
transportation cost is set at 1.2 euro per km, the vehicle
loading cost is 20 euro per driven tour and the unload-
ing cost is 10 euro at each retailer. The stockout cost
at the retailers has two levels, high (i.e., βi = 200 euro
per unit per day) or low (i.e., βi = 20 euro per unit per
day).
The daily demand quantities at the retailers ait are gen-
erated using a truncated normal distribution with mean
di. The solution approach is applied under varying lev-
els of demand variability. The coefficient of variation
CV (i.e., the ratio of standard deviation to mean) was
increased stepwise from 10 to 50% for all retailers.
Table 1 shows the initial results for the different demand
variability levels and stockout costs. The safety inven-
tory level in the CIRP and the redistribution policy in
this step are based on the stockout costs βi. It first
shows the expected total cost rate TC∗, the expected
distribution cost rate DC∗, the expected cycle inven-
tory holding cost rate CHC∗, the expected safety inven-
tory holding cost rate SHC∗ and the expected stockout
cost rate SC∗ calculated by the CIRP heuristic. The
following columns then show the simulated total cost
rate TC, holding cost rate HC, stockout cost rate SC
and redistribution cost rate RC. The distribution cost
rate DC from the simulation is not shown, since the
cyclic replenishments are always executed as planned
(i.e., DC = DC∗.) The Ratio and resulting adjusted

stockout cost λi are in the final two columns. In all
cases, it can be seen that the λi for the second iteration
is smaller than the initial values βi.
Looking at the results in Table 1, some observations
can be made. First of all, the CIRP heuristic copes well
with demand variability as it comes up with different so-
lutions for varying levels of variability or varying stock-
out costs, in which the expected costs of distribution,
inventory holding and stockout are carefully balanced.
Second, safety inventory as well as stockout cost rates in-
crease with demand variability. Third, and importantly,
including the redistribution option allows for a decrease
in the total cost rate. The savings that can be made in
stockout costs by redistribution are indeed often larger
than the costs that the redistribution incurs. As can be
expected, this savings increases both with the level of
variability and with the magnitude of the stockout cost.
Table 2 shows the results of the second iteration of both
instances. It can be seen that Ratio is larger than 1
in nine of the cases, meaning that the third iteration
will already be the final iteration for those. For the
other cases, further iterations are necessary as long as
Ratio < 1. For five cases, a fourth iteration is required,
another five cases require a fifth iteration, and one case
needs six iterations. Table 4 on the final page shows the
results of these additional iterations.
As long as Ratio < 1, updating λi leads to a decrease
of this artificial stockout cost. In the consecutive CIRP
solution, this decreased stockout cost results in lower
safety inventory levels and thus lower inventory hold-
ing costs at the retailers. As the safety inventory levels
given by the CIRP solution decrease over the iterations,
we can also see in the simulation results that the redis-
tribution costs increase. This is due to the fact that
with lower safety inventory levels, stockout risks are
higher and thus more redistribution is required to re-
duce stockout costs. Overall, across the iterations, the
solution that results in the best balance between dis-
tribution costs, holding costs, redistribution costs and
stockout costs can then be identified. For dataset 1 with
CV = 0.1 and βi = 20 for example, three iterations were
performed. Their respective simulated total cost rates
are 2098.4, 2093.0 and 2091.3. Hence, the optimal solu-
tion is found in the third iteration and corresponds to
the CIRP solution obtained with λi = 19.8.
To quantify the savings potential that redistribution of-
fers, these optimal cost rates are compared to the cost
rates of the base scenario TCb. These are obtained by
running the simulation on the initial CIRP solution (still
using the same daily demand values ait), but without al-
lowing redistribution. Note that these base scenario cost
rates are not necessarily equal to the expected cost rates
of the CIRP solution due to variability in demand. In
Table 3, the optimal total cost rates TCopt, the base sce-
nario cost rates TCb and the savings potential are shown
for all cases. It can be seen that the solution approach
generates savings for the overall distribution network.
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Figure 1: Flow chart iterative solution approach

Table 1: Expected vs. simulated cost rates in initial iteration
CIRP solution Simulation

I CV βi TC∗ DC∗ CHC∗ SHC∗ SC∗ TC HC SC RC Ratio new λi

1 0.1 20 2098.8 1304.0 701.1 65.8 27.8 2098.4 767.0 27.3 0.1 0.984 19.7
1 0.2 20 2195.8 1335.7 674.0 131.8 54.3 2186.6 809.2 40.6 1.1 0.768 15.4
1 0.3 20 2304.5 1373.1 654.5 196.9 80.0 2295.9 853.2 64.2 5.4 0.869 17.4
1 0.4 20 2410.6 1397.1 647.0 261.4 105.1 2392.5 913.0 70.2 12.2 0.783 15.7
1 0.5 20 2535.6 1394.6 680.5 325.6 134.9 2509.1 1009.6 82.1 22.8 0.777 15.5

1 0.1 200 2164.9 1338.6 671.8 132.8 21.7 2160.2 804.5 16.7 0.4 0.787 157.4
1 0.2 200 2344.5 1392.2 646.4 263.4 42.5 2333.3 910.3 28.3 2.5 0.724 144.9
1 0.3 200 2529.9 1446.7 629.8 390.7 62.7 2498.9 1020.7 27.0 4.5 0.503 100.5
1 0.4 200 2720.4 1444.9 661.8 527.5 86.1 2674.0 1191.7 24.7 12.6 0.434 86.8
1 0.5 200 2904.6 1481.0 655.4 660.6 107.6 2843.2 1317.1 31.1 14.1 0.420 84.0

2 0.1 20 3175.8 2130.5 897.4 107.5 40.4 3173.6 1005.8 37.0 0.2 0.923 18.5
2 0.2 20 3357.5 2151.3 910.0 215.0 81.1 3347.4 1126.0 67.3 2.8 0.865 17.3
2 0.3 20 3550.9 2204.7 904.2 321.4 120.5 3536.0 1228.3 93.6 9.4 0.855 17.1
2 0.4 20 3721.1 2234.1 896.5 429.7 160.8 3689.4 1327.9 103.7 23.7 0.792 15.8
2 0.5 20 3907.5 2291.9 883.3 534.0 198.3 3858.4 1421.4 115.1 30.1 0.732 14.6

2 0.1 200 3299.5 2181.0 882.5 204.5 31.5 3290.1 1087.3 20.2 1.7 0.693 138.6
2 0.2 200 3608.7 2269.6 870.8 406.0 62.3 3595.6 1277.5 41.6 6.9 0.778 155.7
2 0.3 200 3901.6 2331.9 866.5 609.6 93.5 3858.1 1475.6 40.0 10.6 0.541 108.1
2 0.4 200 4211.9 2375.3 892.2 818.1 126.3 4143.6 1707.0 48.5 12.8 0.485 97.1
2 0.5 200 4438.3 2466.9 826.1 994.6 150.7 4362.7 1820.4 62.3 13.2 0.501 100.1

These collaborative savings appear to increase as the
coefficient of variation increases. Furthermore, the sav-
ings are also higher in the datasets with high stockout
costs at the retailers (i.e., βi = 200) than in the datasets
with low stockout costs at the retailers (i.e., βi = 20).

CONCLUSION

In this paper, the benefits of two safety mechanisms in
transportation in a two-stage distribution network with

stochastic demand are studied. Namely, safety stock in
the supplier replenishment routes and redistribution of
inventory among retailers.

The supplier replenishes the retailers in a VMI setting.
Although demand is stochastic, replenishments by the
supplier are cyclic. The supplier distribution routes and
costs are determined using a state-of-the-art CIRP so-
lution heuristic. The safety inventory levels that are
included in the CIRP replenishments are based on the
optimal inventory levels of the retailers (which are de-
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Table 2: Expected vs. simulated cost rates in second iteration
CIRP solution Simulation

I CV λi TC∗ DC∗ CHC∗ SHC∗ SC∗ TC HC SC RC Ratio new λi

1 0.1 19.7 2093.5 1330.0 670.5 65.5 27.1 2093.0 735.8 27.1 0.1 1.004 19.8
1 0.2 15.4 2194.1 1338.6 671.8 113.3 54.1 2190.3 787.1 62.2 2.4 1.195 18.4
1 0.3 17.4 2307.5 1339.8 692.7 180.3 82.3 2301.9 877.1 76.4 8.7 1.033 18.0
1 0.4 15.7 2404.5 1378.8 659.8 228.8 107.4 2376.6 897.0 84.6 16.2 0.939 14.7
1 0.5 15.5 2523.1 1416.5 649.7 286.1 132.7 2507.0 944.5 112.4 33.5 1.100 17.1
1 0.1 157.4 2165.5 1338.6 671.8 126.4 22.6 2164.4 798.9 24.7 2.2 1.194 187.9

1 0.2 145.0 2346.8 1406.9 634.9 244.8 43.6 2335.2 878.8 41.6 7.9 1.134 164.3
1 0.3 100.5 2539.6 1414.7 646.6 340.3 69.4 2472.2 988.9 53.9 14.7 0.989 99.4
1 0.4 86.8 2747.2 1412.2 672.5 442.7 95.4 2622.6 1120.5 62.9 27.0 0.942 81.7
1 0.5 84.0 2926.7 1456.5 649.4 543.5 116.5 2766.8 1197.2 76.6 36.5 0.971 81.5

2 0.1 18.5 3172.1 2118.0 906.5 103.6 40.6 3167.9 1009.9 39.8 0.1 0.983 18.1
2 0.2 17.3 3351.7 2146.2 910.2 201.0 81.6 3347.6 1113.2 84.4 3.9 1.082 18.7
2 0.3 17.1 3535.7 2164.6 928.0 296.8 125.0 3515.4 1226.5 111.1 13.1 0.993 17.0
2 0.4 15.8 3719.1 2212.2 918.6 380.8 164.5 3673.9 1304.4 128.0 29.3 0.957 15.2
2 0.5 14.6 3897.3 2226.7 929.4 455.8 208.9 3842.8 1388.3 163.7 64.0 1.090 16.0

2 0.1 138.6 3280.3 2149.8 891.9 190.6 33.2 3275.4 1083.5 39.8 2.4 1.269 175.8
2 0.2 155.7 3592.3 2236.6 881.7 390.6 65.0 3566.4 1269.9 52.6 7.2 0.921 143.4
2 0.3 108.1 3919.8 2303.3 885.0 542.3 102.3 3823.2 1431.2 68.7 20.1 0.868 93.8
2 0.4 97.1 4225.5 2343.6 888.1 710.6 137.5 4080.7 1602.7 89.3 45.1 0.977 94.9
2 0.5 100.1 4538.4 2347.4 935.1 902.1 177.1 4315.3 1833.8 76.7 57.4 0.758 75.9

Table 3: Savings potential of redistribution
I CV βi TCb TCopt Saving %

1 0.1 20 2099.92 2091.33 0.41%
1 0.2 20 2196.74 2185.59 0.51%
1 0.3 20 2306.49 2291.07 0.67%
1 0.4 20 2419.66 2376.59 1.78%
1 0.5 20 2550.02 2496.41 2.10%

1 0.1 200 2161.43 2155.70 0.27%
1 0.2 200 2347.84 2320.78 1.15%
1 0.3 200 2534.46 2472.17 2.48%
1 0.4 200 2717.03 2622.56 3.48%
1 0.5 200 2910.76 2762.31 5.10%

2 0.1 20 3176.70 3167.77 0.28%
2 0.2 20 3360.65 3347.43 0.39%
2 0.3 20 3562.26 3510.88 1.44%
2 0.4 20 3722.12 3669.86 1.40%
2 0.5 20 3911.39 3834.15 1.97%

2 0.1 200 3295.16 3275.43 0.60%
2 0.2 200 3611.66 3563.52 1.33%
2 0.3 200 3900.58 3790.83 2.81%
2 0.4 200 4205.33 4018.99 4.43%
2 0.5 200 4442.44 4273.94 3.79%

termined using their inventory holding cost and their
stockout cost). Despite replenishments being cyclic, not
all retailers are replenished with the same cycle time.
Hence, they do not receive deliveries on the same days.
As a consequence, redistribution of inventory among re-
tailers can take place in each time period within the
considered planning horizon. Redistribution among the
retailers brings along an additional transportation cost,
namely the redistribution cost. The redistributed quan-
tities are determined by an optimization model that de-

termines the optimal redistribution cost and compares
it to the difference in expected stockout cost among the
retailers. When the optimization model determines that
the saving in expected stockout cost due to redistribu-
tion outweighs the cost of redistribution, redistribution
is beneficial and the items are redistributed.

In order to find an appropriate balance between the
two safety mechanisms (safety inventory included in the
CIRP and redistribution among the retailers), an iter-
ative solution approach is developed. It starts by per-
forming the CIRP based on the given stockout costs at
the retailers. In the next iterations, a virtual stockout
cost is determined based on the cost of redistribution
and the stockout cost from the previous iteration. The
CIRP heuristic and the optimization of redistribution
are reapplied until the virtual stockout cost has con-
verged. The redistribution creates savings through re-
ductions in both stockout and inventory costs. On the
other hand, redistribution also brings along an extra
transportation costs. The additional redistribution cost
has to be balanced with the reduction in holding and
stockout costs. The optimal solution can be identified
as the iteration resulting in the lowest total cost rate.

A simulation analysis is performed to test the proposed
solution approach. Tests on two datasets under vary-
ing levels of demand variability and stockout costs have
shown that the solution approach entails benefits for the
distribution network. The savings differ according to the
level of demand variability and stockout cost. Higher
levels of demand variability and higher stockout costs
lead to higher savings. Furthermore, we can see that
over the iterations in the iterative solution approach,
inventory holding costs decrease as the virtual stock-
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out cost decreases, due to lower safety inventory levels.
These lower safety inventory levels also bring along an
increase in the redistribution costs though.
More in-depth research into larger datasets is necessary.
A design of experiments should be performed to further
test the solution approach under varying problem char-
acteristics, like changing inventory holding costs and
transportation cost. Furthermore, we need to consider
that the retailers only want to participate in the collab-
oration when they receive a fair share of the savings.
Hence, we need to investigate how the savings can be
shared over all participants in a fair way.
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Table 4: Expected vs. simulated cost rates in consecutive iterations
CIRP solution Simulation

I CV λi TC∗ DC∗ CHC∗ SHC∗ SC∗ TC HC SC RC Ratio new λi

Iteration 3

1 0.1 19.8 2093.5 1330.0 670.5 65.5 27.2 2091.3 736.7 24.6 0.1 0.908 -
1 0.2 18.4 2195.0 1335.7 674.0 125.8 54.6 2185.6 801.1 46.4 2.4 0.893 -
1 0.3 18.0 2307.4 1339.9 692.2 184.2 81.8 2291.1 879.4 63.3 8.5 0.878 -
1 0.4 14.7 2406.4 1384.5 657.1 219.5 106.8 2387.9 882.0 101.2 20.1 1.137 16.7
1 0.5 17.1 2519.4 1420.0 642.5 300.4 133.8 2496.4 947.0 101.6 27.8 0.968 -

1 0.1 187.9 2161.5 1356.6 651.0 130.7 21.8 2155.7 781.9 15.9 1.2 0.788 -
1 0.2 164.3 2347.6 1392.4 649.5 252.4 43.7 2320.8 903.3 20.9 4.3 0.575 -
1 0.3 99.4 2542.6 1417.1 649.3 338.3 68.6 2480.6 989.1 51.2 23.2 1.086 108.0
1 0.4 81.7 2755.5 1442.2 652.4 431.6 93.7 2637.6 1086.8 73.4 35.2 1.159 94.8
1 0.5 81.5 2932.4 1456.5 649.4 539.4 117.1 2765.8 1196.6 74.8 37.9 0.963 78.5

2 0.1 18.1 3168.2 2162.8 860.2 102.0 39.2 3167.8 961.6 43.4 0.002 1.108 20.1
2 0.2 18.7 3362.5 2150.7 915.4 208.9 81.9 3353.8 1124.5 76.2 2.5 0.960 -
2 0.3 17.0 3534.7 2149.9 940.1 297.4 125.1 3512.3 1237.5 111.0 13.9 0.998 17.0
2 0.4 15.2 3717.0 2187.0 938.3 371.1 167.2 3669.9 1313.6 135.2 34.1 1.012 15.3
2 0.5 16.0 3890.6 2257.8 898.2 480.0 203.2 3834.2 1384.5 142.8 49.1 0.944 -

2 0.1 175.8 3284.9 2158.9 889.2 200.0 32.3 3283.0 1090.1 31.6 2.4 1.052 -
2 0.2 143.4 3598.5 2253.6 871.2 382.8 65.2 3563.5 1254.2 49.2 6.5 0.856 122.6
2 0.3 93.8 3917.5 2283.2 886.9 527.8 103.0 3790.8 1415.7 68.9 23.0 0.892 83.7
2 0.4 94.9 4249.1 2360.2 894.8 704.0 137.6 4062.4 1600.3 71.5 30.4 0.741 70.3
2 0.5 75.9 4580.0 2354.8 912.5 842.6 178.4 4273.9 1761.5 98.5 59.1 0.884 67.0

Iteration 4

1 0.4 16.7 2407.4 1375.0 668.6 236.0 106.7 2396.7 911.6 92.1 18.0 1.032 -
1 0.3 108 2534.7 1413.2 647.8 346.3 68.8 2474.1 994.6 45.8 20.5 0.964 -

1 0.4 94.8 2740.4 1446.0 653.6 446.3 92.2 2640.1 1104.0 61.0 29.1 0.977 -
1 0.5 78.5 2939.5 1457.5 649.9 533.2 117.3 2769.8 1187.0 70.9 54.3 1.067 83.8

2 0.1 20.1 3176.7 2131.4 897.9 107.5 40.0 3174.0 1005.5 37.0 0.1 0.927 -
2 0.3 17 3537.8 2176.2 918.7 297.6 123.5 3515.2 1217.8 108.2 13.0 0.981 16.7
2 0.4 15.3 3717.0 2206.6 922.5 374.1 163.6 3670.8 1299.0 129.8 35.4 1.010 -

2 0.2 122.6 3604.5 2213.0 906.3 375.3 67.4 3566.1 1282.6 57.6 13.0 1.047 128.4
2 0.3 83.7 3932.6 2265.7 895.4 518.3 106.0 3801.1 1413.5 90.9 31.0 1.150 96.3
2 0.4 70.3 4259.3 2339.6 868.6 651.7 140.4 4019.0 1523.5 103.1 52.7 1.110 78.0
2 0.5 67 4629.9 2358.7 912.9 813.1 182.6 4283.4 1730.2 121.0 73.5 1.065 71.3

Iteration 5

1 0.5 83.8 2927.5 1456.5 649.4 542.8 116.9 2762.3 1195.6 70.5 39.7 0.94 -

2 0.3 16.7 3544.8 2209.2 897.3 293.8 120.7 3527.9 1194.3 111.8 12.5 1.03 17.2

2 0.2 128.4 3591.7 2240.9 873.4 374.2 66.3 3568.5 1247.0 66.5 14.1 1.22 -
2 0.3 96.3 3926.3 2296.0 884.6 531.2 103.3 3840.5 1416.6 97.4 30.6 1.24 -
2 0.4 78 4241.1 2360.1 864.1 666.0 136.9 4038.9 1532.2 106.4 40.2 1.07 -
2 0.5 71.3 4541.7 2425.8 834.1 804.7 170.1 4289.8 1644.0 142.0 78.1 1.29 -

Iteration 6

2 0.3 17.2 3531.5 2179.9 910.5 299.1 122.1 3510.9 1213.5 106.6 11.0 0.962 -
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Issues of logistics strategy and organization have been 
discussed in the literature for at least 50 years. Unlike the 
cost issue which is the primary goal in general logistics 
system optimization, for RTPs in a precise planning period 
with a stable service capacity, the faster the turnover is, i) the 
higher the service level; ii) the stronger the market 
competitiveness; iii) the better the profitability of enterprise 
has. This paper proposes a bidirectional service strategy for 
RTPs pooling system and simulates strategies in different 
scenarios.  
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Supply chain management is defined as ‘an integrative 
philosophy to manage the total flow of a distribution channel 
from the supplier to the ultimate user’ (Ellram, L.M. and 
Cooper, M.C., 1990). This means greater coordination of 
business processes and activities, such as inventory 
management and transportation management, across the 
entire channel and rather than just between a few channel 
pairs (Cooper, M.C. and Ellram, L.M., 1993). To adapt to the 
flexibility of the supply chain, companies should develop 
and implement a formal logistics strategy. When a company 
creates a logistics strategy, it is defining the service levels at 
which its logistics organization is most cost effective 
(Murray, 2017).  

Furthermore, supply chains are constantly changing and 
evolving, a company may develop a number of logistics 
strategies for specific product lines, specific countries, or 
specific customers. Some papers note that logistics strategy 
is the set of guiding principles, driving forces and ingrained 
attitudes that help to coordinate goals, plans and policies 
between partners across a given supply chain. As logistics 
plays an important role in supporting a company’s products 
in the market place, the implications of this ‘full role’ extend 
far beyond the boundaries of the company itself (Web 
reference 1). Challenges for the 3PL are described as to 

balance between the ability of adapting highly to individual 
customers and organizing the systems and the business for 
coordination of several customers. The way this is balanced 
will guide the strategic development of the 3PL providers 
and is of vital importance to the resources needed, activities 
to be performed, and core competence development (Hertz 
and Alfredsson, 2003).  

During the 1980s, the literature on logistics began to 
examine alternative perspectives on logistics organization 
and logistics strategy. Issues of logistics strategy and 
organization have been discussed in the literature for at least 
50 years. Researchers determine the strategic objectives: 
defining the service levels at which its logistics organization 
is most cost effective; propose three strategic orientations: 
process strategy, market strategy and information strategy; 
demonstrate the impact of logistics strategy on customer 
service level; and put forward four distinct levels of logistics 
organization: strategic, structural, functional and 
implementation and validate their conclusions in several 
industries and variety of modes of transport (McGinnis and 
Kohn, 1990, 2002, Cooper and Ellram, 1993, Porter, 1996, 
Ballou, 1997, Hertz and Alfredsson, 2003, Lee, Kuoliang., 
2009, Bolboaca, Codruta., 2010, Liu et al., 2015, Rudolf and 
Douglas M, 2016, MurrayMiao et al., 2017).  

With the development and practice of environmental theory, 
reusable articles are widely used in logistics industry. This 
paper introduces a bidirectional service strategy for reusable 
transportation packaging (RTPs) pooling system. Section 2 
introduces the change in research perspective; Section 3 
explains the content of bidirectional service strategy and 
critical data calculation model is proposed in section 4. 
Section 5 simulates a case and discusses the results. The 
final section presents the main conclusions and extension of 
the research. 
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For RTPs pooling system, the reusable nature of RTPs 
makes CLSC of reusable articles different from end-of-use 
CLSC, used and brand new products are perfect substitutes 
and serve the same markets (Garrasco-Gallego 2010). From 
a depot the sender is provided with the number of RTPs he 
needs. After these have been transported to the recipient, the 
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recipient bundles the empty containers and stores them until 
a sufficient number has been accumulated for cost-effective 
collection (Kroon and Vrigens, 1994). Throughout the 
process, if the depot has sufficient inventory and has strong 
service capacity, the RTPs owners have more confidence and 
motivation to get new contract. New demand generates the 
same amount of collection needs in reverse channel. Fast and 
efficient collection activities guarantee that the depot has 
sufficient inventory which means the supply capacity of 
depot is reliable (Zhang and Clausen, 2016).

Unlike the cost issue which is the primary goal in general 
logistics system optimization, for RTPs in a certain planning 
period with a stable service capacity, the faster the turnover 
means, i) the higher the service level; ii) the stronger the 
market competitiveness; iii) the better the profitability of 
enterprise has. By the same token, the efficient use of other 
resources which involved in the RTPs pooling system also 
plays a positive role in optimizing network efficiency. When 
the market demand exceeds the maximum service capacity 
of the network, managers increase resource input according 
to the demand growth rate in order to maintain a high level 
of service.  

The reusable feature of RTPs brings some benefits as well as 
some new changes to the logistics managers. Managers who 
deal with reusable elements have reported difficulties in 
orchestrating these logistics systems when they interact with 
Garrasco-Gallego (2010). These operational challenges are 
also remarked in the existing literature, where several 
authors point out that managing reusable articles system can 
become trickier than expected (McKerrow, 1996, Twede and 
Clarke, 2005). In last decades, researchers pay more 
attention to reusable articles, topics such as closed-loop 
inventory routing problem (Soysal 2016),  scheduling 
problems with time window (Mensendiek, 2015), carbon 
emission costs and management policies (Sarkar et al, 2017) 
have been studied.  

Some new elements are added to the traditional logistics 
strategy triangle (in Figure.1): delivery and collection 
rules/methods added to inventory strategy; flow balance 
considered in the location strategy; and carbon emissions 
issues are being addressed in transportation strategy. In the 
general strategy triangle, inventory strategy concerns product 
purchase and supply scheduling plan, forecasting inventory 
level and making decisions. The new focus of inventory 
strategy in RTPs pooling system is delivery and collection 
methods/rules, which controls inventory via order priority 
and collection rules. It treats all RTPs in use as the source of 
inventory. Location strategy determines network layout and 
service relationships. Depots in RTPs pooling system are 
versatile. It is responsible for storage, delivery, collection 
and maintenance at the same time. Due to the reusability of 
RTPs, the amount of flow within network is fixed. The RTPs 
in use are new supplements after collection. The total 
number of RTPs delivered should be equal to the quantity of 
returned. Transportation strategy helps managers select the 

means and modes of transportation. Carrier selection and 
arrangement issues in RTPs pooling system are also worthy 
of attention. The three strategies are in trade off with each 
other. That is, a good location strategy is dependent on the 
manner in which inventories are managed and on the 
resulting inventory levels, and on the transportation service 
selected. Inventory levels are dependent on the number and 
location of facilities as well as the transportation service 
selected (Ballon, 1997). The triangle of logistics strategy is 
shown in Figure.1.  
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In RTPs pooling system, the demands in forward and reverse 
market are interrelated. The service levels of two channels 
are mutually reinforcing. In this situation, the impact of 
reverse logistics activities on forward service capability is 
greater than in other CLSC, the issue of making the forward 
demand and the return flow meet a balanced state is critical 
for logistics managers. Based on the constraint of traffic 
balance, the authors propose a service strategy of pooling 
system from the perspective of resource utilization.  It is 
simulated by software. Resource utilization directly 
demonstrates the efficiency of logistics operation. As 
mentioned above, maintaining high service levels, high 
profitability and market competitiveness through 
maximizing network resource utilization are the main 
objectives of RTPs pooling system optimization. 
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Various service options are designed to achieve customer 
satisfaction and maximize the corporate profit. Innovative 
resource utilization evaluation indexes (RTPs turnover rate, 
trucks loading rate, collection waiting time etc.) distinguish 
BSS from the traditional logistics strategy. The BSS contains 
three sub-strategies: forward flexible service strategy (FFSS), 
reverse flexible collection strategy (RFCS) and emergency 
collection strategy (ECS) which will be triggered only when 
the inventory cannot meet forward customer needs. Literally, 
the FFSS and RFCS apply to different channels and ECS 
considers bidirectional needs together. RTPs could serve 
multiple SC. The average turnover rate of RTPs pooling 
system is the weighted value of all served SC. 
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As mentioned above, FFSS focuses on forward channel. It
inherits the essence of traditional service strategy, regards 
the order response speed and order fulfillment rate as service 
goals. RTPs leasing companies sort the orders based on three 
service rules and determine order fulfillment rate according 
to customer acceptable range. Adjustment of the forward 
service sequence will change the amount and status of 
reverse demand. All decisions made are to improve resource 
utilization while providing better service to forward 
customers.

The forward service capacity and depot RTPs inventory are 
positively related. When the inventory can’t meet customer 
needs, emergency collection strategy (���) shall be 
implemented. ECS will guide the staff to the right places to 
collect the RTPs, in the right quantity and right manner. If 
the ECS is triggered, relevant reverse user and depot stock 
data should be updated and recalculated immediately. 
Reverse flexible collection strategy (����) is an important 
but easily overlooked subarea in reverse logistics (RL) and 
closed-loop supply chain (CLSC) researches. Cannella et al. 
(2016) discuss what factors influence CLSC’s performance; 
indicating that the higher level of return rate increases the 
robustness of the CLSC. As the forward demand of RTPs 
pooling is 100% to be returned, RFCS provides two 
collection methods and economic collection quantity (ECQ) 
concept aims at identifying appropriate collection pattern for 
different types of end customers to speed up the return. 

For bi-directional operation, the virtual flow of information 
can be illustrated in the Figure 2. Rectangles represent 
practical operations guideline and the ovals represent 
calculation processing and execution criteria.  When the 
orders are received by the logistics department, they will be 
sorted by some given sorting criteria. Then the comparison 
between the inventory and the demand according to the 
sorting sequence ensures that the priority customer is first 
served. There are two possible results after the comparison: 
if the inventory meets the needs of all customers, the order 
will be executed and service provided on demand; otherwise 
the depot will start an emergency collection program. In 
reverse channel, returnable quantity and collection date of 
RTPs that is held by end customers will be calculated when 
they arrived there. The collection standards are determined 
based on multiple criteria. The collection task is triggered 
whenever the amount reaches the ECQ value. Some 
customers are grouped for collection based on cost and 
turnover considerations. Emergency collection is not subject 
to ECQ requirements. It reads the data of returnable RTPs, 
collects used RTPs back to depot from selected customer and 
aim to meet customers’ needs as soon as possible. In most 
case, the depot has sufficient capacity to store and repair 
RTPs; occasionally the returned amount exceeds the 
maximum storage capacity. The comparison of the depot 
capacity and customer needs are made sure that the returned 
RTPs could be cleaned and maintained as soon as possible. 
After a series of repairs and inspections, those RTPs will be 
put into the next round of use.  
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Xu et al. (2017) propose a general two-stage quantitative 
framework that enables decision makers to select the optimal 
network design scheme for collaborative logistics networks 
(CLNs) under uncertainty. Phase 1 calculates the simulation 
result and phase 2 selects the optimal network design scheme 
for the network design optimization problem under discrete 
uncertainty (DU-CLNDOP). Learned from this research 
framework, RTPs bi-directional service strategies for each 
customer/regional are verified by different scenarios 
simulation. Step 1 calculates the simulation results using a 
forward and reverse integration model programming by 
Python 3.x, and step 2 selects the optimal service strategy for 
each customer/regional by comparing the key resources 
utilization indicators. 
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During the operation of RTPs pooling system, the data 
update and calculations are mainly focusing on tracking the
movement of RTPs and determining the execution time of 
operational tasks. The RTPs held by SC members are in 
different states: ‘need to be maintained’ and ‘maintained in 
depot’; safety stock and scheduled in upstream customer; in 
use and waiting to be collected in end customer. Due to the 
different production cycle of the supply chains, the daily 
demand of the RTPs is also dynamically changing.  

When the program starts, the model calculates the amount of 
returnable that day. Comparing the initial value to a set of 
ECQ standards, if it is greater than any ECQ, the collection 
task should be performed; otherwise it remains in the waiting 
state, tagged as ‘rest’ amount. The returnable amount of next 
day can be counted as newly leased plus the ‘rest’ of 
yesterday. For depot, customers demand is dynamic. If the 
depot inventory is sufficient to meet customer needs, the 
orders are executed immediately; if not, the emergency 
collection will be triggered. Depot collects some used RTPs 
before they reach ECQ standards, at which time the RTPs 
returnable amount of these customers becomes 0. The 
calculation formulas for RTPs holdings are shown in the 
Figure 3. The parameters used in the calculation are 
described in detail below. 
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Quantity variables 

In Figure.3, the inventory of the depot is equal to 
original inventory plus all customer returns minus 
all forward delivery . Amount of RTPs held by 

upstream customer is equal to the original holding plus 
the depot delivery minus the quantity delivered to end 
customers . For end customers, the holding is 
equal to the original holding plus the number delivered from 
upstream customers minus the number of empty 
RTPs returned to the depot .  

�")(&,�4/����
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Once the upstream customer generates an order, the practical 
delivery quantity   has three possibilities: when the depot 
inventory is greater than the customer demand ,
then the actual delivery is equal to customer demand ;
when the depot inventory  is less than the customer 
demand but greater than the minimum acceptable amount 

, then the actual delivery is equal to the depot 
inventory ; when the depot inventory is less than 
the acceptable minimum order fulfillment rate, emergency 
collection will be activated. If depot inventory plus 
emergency collection quantity  is greater than customer 
demand, then the amount of delivery is ; if the sum of 
the two less than customer demand but greater than

, then the amount of distribution is original inventory 
plus emergency collection quantity .

(1)

The inventory level is affected by bidirectional demand.  
When the depot inventory is greater than customer 
demand , the remaining amount of inventory is equal to 
original inventory plus the amount returned minus customer 
demand. When the inventory/inventory plus emergency 

collection quantity is between the minimum acceptable 
amount and the original demand interval, then the RTPs 
stock will become 0 after the order is performed. Sometimes 
the amount of inventory plus emergency collection quantity 
will exceed customer demand, the remaining inventory is 
equal to original inventory plus emergency collection 
quantity minus customer demand. 

(2)

Formula (3) shows the used empty RTPs may come from 
one or more end customers.  

   (3)   

In 3-layers RTPs pooling system, a manufacturer (end 
customer k) can cooperates with multiple suppliers 
(upstream customer j). The total amount of filled RTPs 
received by end customer k is the sum of filled RTPs 
transferred from different upstream customer j on certain day.  

    (4) 

For the upstream customer, the increase of RTPs comes from 
the support of the depot i and the reduction is caused by the 
demand of downstream customer k. When a supplier 
(upstream customer j) serving  multiple manufacturers (end 
customer k), the remaining amount of the empty RTPs held 
by the supplier j can be calculated by original holdings 
plus the number of empty RTPs delivered by depot i
minus the sum of filled RTPs transferred to downstream 
customers .

  (5) 

In reverse channel, if the sum of used empty RTPs waiting to 
be collected is less than the economic collection quantity 
(ECQ), then the amount of returned RTPs is 0, the total wait 
becomes the old wait plus new released ; otherwise 
the returned amount is equal nECQ and the remaining 
amount is the sum of used RTPs minus nECQ. When the 
emergency collection is activated, if the sum of collected 
plus the original inventory is greater than the minimum 
demand of customer, the amount returned is equal to the 
number of RTPs waiting to be collected that is held by the 
selected customer. 
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(6)

The quantity of empty and filled RTPs  held by end 
customer k can be calculated by filled RTPs in production 
plus empty RTPs in waiting or original holdings plus total 
receiving minus total return.  

   (7) 

     (8) 

Assuming in a multi-layer network, if the RTPs could be 
reused without maintenance and only the customers who 
locate in the first layer are the RTPs input ports, the 
parameters and flow balance constraints among customers at 
different layers are shown as below: 

(9)

           (10)

   (11)

   (12) 

Constraint (9) clarifies the relationship between forward 
reception and reverse collection. By the end of the planning 
period, the RTPs returned from end customer  equal to 
the total amount received by first layer customer  minus 
customer holdings  at that time. The ‘c’ refers to 
customers at all layers. Constraints (10)-(12) indicate the 
throughput of RTPs at all layers. The delivery/return amount 
from the previous layer to the next layer is equal to their
received amount minus the holding amount.

In the previous situations, the RTPs receipts and returns 
occur at specific customer layer. The role of each participant 
is fixed. When all customers can order RTPs directly from 
the depot, customers belong to different channels at different 
stages. Customers could receive loaded RTPs from upstream 
customer and order empty RTPs from the depot 
simultaneously. The used empty RTPs could be returned to 
nearby depot from customers when there is no more demand. 
The boundaries between forward and reverse customers in 
the system become blurred, while the flow simulation 
between customers at different layers and depots becomes 
more complicated. 

(13)

        (14) 

      (15)  

When any member of supply chain could place an order with 
the RTPs depot, there are no strict tier restrictions in the 
system.  Constraint (13) makes sure that the total delivery 
from depot is equal to the total returned from customer 

plus their holdings  by the end of planning period. 
Constraint (14) ensures the source of the RTPs is upstream 
customer   and depot i. Constraint (15) clarifies that the 
amount of RTPs received  minus the amount of RTPs 
transferred  between customers c and  and minus the 
holding quantity  is equal to the amount returned . 

Time variables 

Once the depot i delivers the empty RTPs to upstream 
customer j, the leasing contract takes effect. The date the 
upstream customer j receives the empty RTPs from depot i is 
from the departure date plus the number of  transportation 
days. 

     (16) 

It takes  days for the empty RTPs to be filled with 
different raw materials after they arrive at upstream customer 
j. Fully loaded RTPs are sent to the designated end customer 
after they are filled. 

   (17) 

End customer k will receive the fully loaded RTPs after 
days of shipping. 

    (18) 

Assume the production cycle of manufacturer (end customer
k) is stable during planning period, after a production 
cycle , the used empty RTPs could be collected on a 
certain date .

   (19) 

Considering the cost issue, RTPs collection needs to reach an 
economic collection baseline. The actual return may take 
some days to reach the standard. As the waiting time 

is affected by the amount of used RTPs, logistics 
managers could shorten the length of this phase by adjusting 
or developing new operation methods. 

   (20) 

When the amount of used RTPs held by the end customer k
meets the collection requirements, the depot i will receive 
the RTPs on a date after the number of  transportation
days. 
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    (21) 

In the bulk or chemical cargo supply chain, in order to 
ensure that raw materials are not contaminated by packaging, 
each package must be cleaned and maintained before they 
are ready for service again. The day the empty RTPs could 
serve the customers should be after a maintenance 
period . 

   (22) 

Equation (23) calculates the length of time for the used 
RTPs to wait for collection which is held by customer k. The 
returnable amount of RTPs in each batch is different. When 
the current returnable quantity is insufficient to reach the 
ECQ, the manufacturer will continue to hold the used empty 
RTPs until the sum of the quantities can meet the collection 
requirements. The waiting time for the same batch of 
collected RTPs may also be different. Waiting time for each 
cycle can be calculated by multiplying the collectable 
quantity by the time different between RTPs actual return 
and can be collected.  

   (23) 
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A foldable RTP leasing company was selected as a 
simulation case. The data of two depots (i), 15 suppliers (j)
and 63 manufacturers (k) were collected from January to 
August 2013. Suppliers and manufacturers are sorted 
according to the amount of demand.  

Table 1 lists the delivery frequency between depot i and 
supplier j. Customers are ranked in descending order of 
annual demand The delivery frequencies of the top 3 
suppliers are far more than that of others. In forward 
channels, the large customer has services priority in fixed 
customer priority and is uncertain when sorted by daily order 
size. Manufacturers working with them will also receive 
more efficient services than in other supply chains. The 
frequency of forward transportation shows the size of 
customer demand and determines the importance of the 
customer.
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Figure 4 indicates the collection frequency of reverse 
channel. In the same area, the number of manufacturers (63) 
is almost 4 times greater than the supplier (15). 3 
manufacturers performed collection more than 20 times; 9 
manufacturers’ collection between 16 and 10 times; another 
12 range from 9 to 5 times, the rest are between 4 to 0 times. 

Most manufacturers collected 3 times to 16 times. The 
number of total collection is far beyond the number of 
delivery. This demonstrates the necessity of reverse system 
improvement from an economic perspective. 
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After a production cycle, the used empty RTPs could be 
returned to nearby depot when the quantity meets the 
collection requirements. The waiting time equals invalid idle 
time, shortening it means speeding up the turnover of the 
RTPs. Figure 5 shows the total waiting time of RTPs. The 
curve is gradually reduced. Some used RTPs are collected 
immediately as soon as they finish tasks. The waiting time 
for these RTPs is 0. Taking into account the collection 
quantities of the RTPs, the curve of average waiting time for 
each manufacturer is opposite to the total waiting time 
shown in the Figure 5. Different scenarios can be simulated 
to choose the appropriate strategy for supply chain members.
The waiting time filters out inefficient points then points out 
the area that may be optimized. 
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Table 2 lists the date and the actual amount of emergency 
collection. They mainly happened in March and April.  
According to these data, logistics managers could deploy 
more resources to this area during this time period to cope 
with the spike in demand.  
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17-03 96 01-04 128 08-04 92
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19-03 133 02-04 128 09-04 147
27-03 52 03-04 162 10-04 98
28-03 69 04-04 105 12-04 144
29-03 83 05-04 103 13-04 113
31-03 90 07-04 104

Figure.6 and 7 illustrate the inventory fluctuations during the 
planning period. As shown in Figure 6, the inventory in 
January fell rapidly and rose sharply in February. It is caused 
by the return of used RTPs after a production cycle. 
Consistent with market demand growth, inventory levels fell 
back to the bottom in March and April. The curve fluctuates 
steadily within 2500-3500 from May to June.  Most used 
RTPs were returned in July. After May, about 1,500 RTPs 
are underutilized and they can be deployed to other regions 
to meet market demand 
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In Figure 6, the total amount of inventory at the end of July 
is more than the initial amount and in Figure 7 is less than. 
Some RTPs were moved from depot 2 to depot 1.   
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The curve in Figure 7 shows differences compared to Figure 
6. As an alternative depot to some customers, Depot 2 
provides services when the inventory of the preferred depot 
does not meet the demand. The curve continues to decline 
until May. Depot 2 wills no longer support when the depot 1 
is fully stocked. The curve rose steadily after May.  

The fluctuation of two depot curve is similar to the depot 1. 
Total inventory at the end of planning period is less than 
initial input, it indicates that some used RTPs still await at 
manufacturers and some suppliers holds some RTPs as 
safety stock. 
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In RTPs pooling system, in addition to general research 
targets (service efficiency and total cost), the resource 
utilization deserves more attention. From an operational
perspective, reverse logistics is as important as the forward. 
Both of them impact vehicle arrangement and RTPs turnover 
rates. From a structural point of view, the number of supply 
chain layers and flow directions are critical in determining 
the service criteria between depots and customers.   

This paper proposes a bidirectional service strategy for RTPs 
pooling system. Orders are sorted according to customer 
priority; trucks are scheduled based on the size of demand; 
collection plan is designed to be flexible; inventory level 
directly reflects the operational efficiency, which is 
controlled by both forward and reverse strategies; emergency 
collection is triggered when the inventory is insufficient; and 
the production cycle is given by different supply chains. Due 
to the space limitation, this article mainly introduces the 
service strategy and explains the tracking and function of key 
data in strategy execution. 

The frequency of forward transportation shows the size of 
suppliers’ needs and the importance of the supplier. The 
collection frequency filters out inefficient points then shows
the area that may be optimized. The waiting time equals the 
invalid idle time, shortening of which means speeding up the 
turnover of the RTPs. Different scenarios can be simulated to 
choose the appropriate strategy for customers. According to 
emergency collection data, logistics managers could deploy 
more resources to this area during this time period to cope 
with the rise in demand. Inventory curve indicates the 
change of market demand and could be used as a numerical 
basis for resource deploy. All of them can be compared 
underlying different operation options. In conclusion, an 
appropriate operation schedule can shorten invalid collection 
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waiting time and keep regional flow balance. Compare with 
traditional logistics strategy, bidirectional service strategy 
regards forward and reverse demand as ‘liner correlation’.
Forward order priority has positive impact on reverse 
collection needs. Adjustments to the collection methods will 
also affect the inventory level. It helps logistics managers to 
identify core areas and adjust their logistics strategies via: 

1) Tracking inefficient customer; 
2) Tracking seasonal demand fluctuations; 
3) Tracking bidirectional traffic in the area. 

In order to promote the sustainable development of the 
logistics industry, the future research could pay more 
attention to the application of reusable articles and 
simulation method of multi-layer service network. More 
operation options could be added into service strategy as 
appropriate to the actual conditions. 
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Electric buses are increasingly being used in local public 
transport. Although large capacity batteries are available, 
there must be at least one charging station. Buses with 
smaller batteries in particular require a well thought-out 
charging infrastructure. Planning an optimized charging 
infrastructure is a complex and time-consuming optimization 
process. In the end, no bus may give up due to a lack of 
power. Although planning is a non-real time problem, a short 
runtime is desirable. 
A charging infrastructure is a precondition for planning the 
bus schedule. The possible sequences of trips depend not 
only on times but as well on the state of charge of the batter-
ies. There are mutual influences between the bus schedule 
and the charging infrastructure. The prerequisite for planning 
the infrastructure is a valid bus schedule and vice versa. 
Once a feasible plan has been found, these steps of planning 
can be executed iteratively. 
The infrastructure is optimized by a simulation driven 
Branch and Bound algorithm with a specific heuristic. For 
planning the bus schedule, Column Generation is used. All 
algorithms are part of a planning tool for bus companies, 
energy providers and urban planners. 
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The global trend towards clean and energy-efficient vehicles 
is driven by concerns regarding the impacts of fossil-fuel-
based road transport on energy security, climate change and 
public health. In particular, the electrification of road 
transport is seen as one of the many possible ways to use 
energy from renewable sources.  This leads to a reduction of
local emissions and greenhouse gas emissions. 
The requirements of electric busses in public transportation 
are different to those of electric passenger cars. A bus covers 
an average distance of 250 to 300 km each day. The bus 
itself usually has a weight of approximately 10-25 t. A suita-
ble battery that would enable the bus to run for such a long 
distance without having to be recharged would be far too 
big, heavy and expensive.  Bigger batteries with an overnight 
charging or medium sized batteries with a rapid charging 
concept might produce unwanted power peaks. A charging 
infrastructure, which supports the power grid, requires an 

appropriate amount of charging stations with the aim to 
spread the load in space and in time. 
Running a fleet of electric buses requires very high invest-
ments both in vehicles and in charging stations. Sophisticat-
ed planning algorithms are required in order to keep the 
investment costs as well as the operation costs as low as 
possible. We show how the vehicle scheduling and the 
charging infrastructure planning can exploit their strong 
mutual dependency to achieve this aim. 

This paper focuses on public transport with electrically driv-
en buses and charging their batteries at already existing bus 
stops. It also includes solving the problem of vehicle sched-
uling taking the state of charge of the batteries into account. 
The tasks are: 

� Selecting those bus stops, which must become charging 
stations, 

� minimizing the number of required buses and 
� building sequences from all trips and assigning them to 

the buses. 

The currently implemented planning process minimizes 
investment and operation costs for buses and for charging 
devices. An extension to other e.g. technical aspects such as 
minimum overlapping time for charging different buses is 
possible. 

This paper is structured as follows: We start with a look at 
related work. The following section introduces the problem 
and describes the objects and their interaction and properties. 
The next section introduces the bus schedule problem with 
respect to the recharging problem. Two sections describe the 
simulation and optimization models for the infrastructure 
planning. Then the closed loop for both planning algorithms 
follows. Finally, we present some results and give an outlook 
for the further work. This work is part of the project 
‘MENDEL’ (Trumpold et al. 2017) that is funded by the 
German government. 
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The problems of vehicle disposition and charging infrastruc-
ture planning are analyzed separately in many papers. Sassi 
and Oulamara (2014a; 2014b) solve the problem of vehicle 
scheduling and optimal charging on a given charging infra-
structure. The fleet consists of electric and combustion vehi-
cles. They provide a mixed-integer linear programming for-
mulation to model the problem and solve small and medium 
instances. 
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Kooten Niekerk et al. (2017) introduce a scheduling algo-
rithm for electric vehicles running according to a time table. 
They also assume a given charging infrastructure. 

Many publications about the planning problem for charging 
infrastructures deal with non-public urban transport, e.g. 
(Frade et al. 2011; Kuchshaus et al. 2012; Chen et al. 2013). 
An overview of optimal planning for charging stations is in 
(Zheng et al. 2014). That work deals with stochastic models 
with the focus on the grid and does not meet the specific 
characteristic of public transportation, which is timetable 
driven. The complexity of the planning process for charging 
infrastructure is analyzed in (Lam et al. 2014) and it shows 
that it is NP complete. Due to this result, any planning algo-
rithm of practical relevance is an approximation. Olsen and 
Kliewer (2016) extend a vehicle-scheduling problem by 
charging models with different battery characteristics. They 
find that in a very often used operation range a linear ap-
proximation of the battery characteristic is sufficient. 
Buechter and Naumann (2016a; 2016b) use this approach in
an optimizer that is based on linear programming and simu-
lation. This optimizer solves the problem for linear behavior 
of all components but with a huge demand of memory. It is 
limited to about 100 buses and 1000 bus stops, which is too 
less for many applications. 
Espinouse et al. (2000) introduce a simulator driven optimiz-
er based on branch and bound, which is very specific for job 
sequencing and vehicle dispatching. In our problem, there is 
no need for sequencing but many potential solutions are not 
feasible. 
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The problem consists of two parts: The bus schedule prob-
lem, which is also called Vehicle Schedule Problem (VSP)
and the infrastructure planning (ISP). Both planning proce-
dures work on a system model. The relevant physical objects, 
which the system model takes into consideration, are buses,
ways, bus stops, charging stations and trips (1).

(1) 

The transportation network consists of bus stops  and ways 
. A way is a sequence of roads connecting two bus stops. 

The corresponding mathematical model is a directed graph 
. The nodes  represent the bus stops and the 

edges  represent the ways each connecting two bus stops.
Each way is attributed with length  and average values for 
drive time  and energy consumption . 

Buses can charge at those bus stops on their routes, which 
are equipped with a charging device. There are some limits 
for available power, power transfer and battery energy 
(Table 1).

Table 1: Power and Energy Limits for Buses and Charging
Stations

Bus Charging Station

Max. charging power�
�����Base power consumption�
������Min. battery energy�
�����Max. battery energy�

Max. power offer

Batteries have limited charging power. This limit can be 
individual for each bus ( ). The charging devices have 
a maximal output power. This limit can be individual for 
each charging station ( ).
If a bus stop is equipped with a charging device, it becomes 
a charging station . The estimation of  is part of the 
optimization model, which is introduced in the following 
section. The system model also describes the charging be-
havior of the batteries depending on specific characteristics.  
Figure 1 shows a typical energy and power flow. 

Figure 1: Energy and Power Flow for One Bus Arriving at 
Bus Stop 1 at  Starting at  and Driving over Way 1-2

to Charging Station at Bus Stop 2 

The buses’ charging controllers may make full use of the 
energy offer or even in part. Less charging power is prefera-
ble to reduce power peaks on the grid and to save battery 
life. 
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The main input data to the vehicle scheduling in general are 
the trips of the timetable, which have been defined on previ-
ous stages. On a trip of the timetable, the responsive electric 
vehicle transports passengers on a fix chain of stops, where 
the passengers can enter and leave the vehicle. In a more 
formal way, a trip therefore is defined by a list of stops s1, s2,
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…, sn and arrival times ta,i (arrival time at stop i) and depar-
ture times td,i (departure time at stop i). 
Electric vehicle scheduling is the assignment of the trips 
from the timetable to tasks. A task is the schedule of a vehi-
cle for a certain day, including the pull-out from the depot, a 
sequence of trips from the timetable, any dead-head trips 
between the trips from the timetable, charging operations 
and the pull-in back to the depot. Whereas the time and 
mileage of the trips are determined by the timetable, vehicle 
scheduling aims to minimize the unproductive periods of 
time (e.g. pull-ins, pull-outs, dead-head trips, charging op-
erations) and the number of required vehicles with the fol-
lowing constraints: 

� Each trip of the timetable must be covered by a vehicle. 
� A vehicle cannot be assigned to more than one trip sim-

ultaneously. 

Each task must be feasible for the electric vehicle such that 
the state of charge of the vehicle’s energy storage never runs 
below a defined threshold. 

The aim of the vehicle scheduling is to find a minimum 
number of routes from the depot start node to the depot ter-
minal node, where each node is visited exactly once and no 
battery energy falls below a lower bound. For each route, 
one bus is used and so the number of required buses is min-
imal. 
The structure of the result is a schedule like Table 2. 

Table 2: Extract from a Sample Bus Schedule

�(5�

(8',&�

Departure 
Time

Way 
Number

Arrival 
Time

Bus Stop 
Number

I� … … … …

�� 08:20 2 08:23 540

�� 08:20 798 09:08 779

�� 08:25 4 08:52 544

4� 08:30 2 08:33 540

�� 08:55 7 09:05 555

�� 09:12 943 10:10 622

I� … … … …

This kind of schedule is the input for the infrastructure plan-
ning. 

We implemented the method of electric vehicle scheduling 
described in (Kooten Niekerk et al. 2017). Here, linear opti-
mization together with a column generation approach is 
applied. We created a network where each node represents a 
trip and where the arcs between nodes represent the compat-
ibility of the each connected trips. Compatibility means, that 
the two connected trips could be solved by one vehicle con-
sidering arrival and departure times as well as transition 
times. (Kooten Niekerk et al. 2017) introduces additional 
nodes for charging locations. Trip nodes as well as charge 
nodes are split into separate nodes for each state of charge 
(SOC) value (see Figure 2). This model is called ‘discrete 
charge model’. In order to achieve high quality results, the 
SOC interval should be chosen  as small as possible, howev-

er, the high number of nodes and arcs might quickly exceed 
memory and CPU resources. 

Figure 2: Discrete Charge Model: Sample for two trips and a 
charging location 

When generating new columns (i.e. tasks), the subproblem to 
be solved is to find the shortest path within the discrete 
charge model from the start depot to the end depot whereas 
the arcs have negative costs. The result of the linear optimi-
zation step is the set of the generated columns (i.e. tasks) 
with the least total costs while covering all trips and there-
fore a valid schedule for the electric vehicles including 
charging operations. 
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Infrastructure planning calculates the demand for chargers at 
bus stops. Charging may be prohibited at some bus stops and 
some others may already have chargers. The last point arises 
when the changeover from Diesel buses to electric buses is 
made in stages. 
The planning is based on a Branch-And-Bound Optimizer, 
which minimizes investments for all chargers. The optimizer 
selects subsets of bus stops as candidates for upgrading to 
charging stations. In addition to the economic aspect, the 
solution must also be feasible so that all buses can perform 
their services without energy lack. This restrictive constraint 
can be checked by simulating the entire bus schedule. 
In order to select the subsets more effectively, it is better to 
estimate a degree of feasibility than to consider only a binary 
result for this technical constraint. 
The next two subsections explain the simulator and the op-
timizer in detail. 

�"8(+$!" %�� :,+�

The simulation model is deterministic and works on a set of 
charging stations  and the maximum power , which 
they can deliver. At the beginning of simulation, all buses 
are placed at their initial bus stop, the battery energy is set to 
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the initial value  and the simulation clock is set to the 
start time . 
The simulator runs event driven. There are two types of 
events: Departure from a bus stop and arrival at a bus stop. 
When an event occurs, the charging states of the batteries are 
updated and some data is collected for later evaluation. The 
energy of the batteries must always be in a range between 

 and 
There are two different simulation modes: Full simulation
and embedded simulation. Full simulation collects many data 
while running and it does not stop until all trips will have 
terminated. If the battery’s charge of one or more buses falls 
below  and even if one or more batteries are temporarily 
in a negative charging state, which is physically impossible, 
the simulation process continues. The purpose is to find 
bottlenecks manually e.g. by analyzing some plots of battery
charge versus time or battery charge versus number of charg-
ing stations visually. 
The embedded simulation acts strictly. If at least one bus’s 
energy falls below  then the simulation stops and returns 
a degree of progress. This degree in a range  is a meas-
ure of the feasibility of the set of charging stations. The op-
timizer uses this mode internally thus reducing the computa-
tion time significantly.  
When a bus arrives at a bus stop the energy consumption for 
the drive from the previous bus stop is to calculate and to 
subtract from the current bus’s energy . For a more sophis-
ticated model it is not only a subtraction but it also follows a 
specific nonlinear battery characteristic. The precision of the 
model is up to the requirements. The energy demand de-
pends on the type of the bus, the driven way and the drive 
time for this way. The consumed base energy is given by  

. 
When a bus leaves a bus stop, the battery energy is reduced 
by the base energy which is .  If the bus stop is a 
charging station then the calculation of the power flow is a 
bit more complicated. Arriving at those bus stops the charg-
ing process starts if the bus’s battery energy has fallen below 
a given value and if the stop time is greater than the set-up 
time for connection plus the set-down time for disconnec-
tion. During the stay at a charging station the charging de-
vice delivers the base power and the charging power. The 
transfer power  is the minimum of the power offer 

 from the charger and the maximum allowed charging 
power  of the battery and the base power  (2). 

 (2) 

The power flow  for charging can be negative if the 
charger does not deliver enough power to satisfy the base 
power demand. 

Simulation Based Optimizer 

The aim of the optimizer is to estimate from a given set  of 
bus stops a subset  of charging stations which minimizes 
the value of the objective function  under the constraint 

. See (3) for the problem definition. 
Let the function  express a value for the feasibility of 
the set . The solution is feasible if . Otherwise, 

 is a measure for the benefit of . The better the feasi-
bility the more suitable is the vector . 
The condition for the existence of a solution is the feasibility 
of the origin set (4) 

(3) 

(4) 

(5) 

The objective function reflects very often the economic 
costs. However, other aspects like urban planning factors, 
risks or technical efforts could be considered too. Both, the 
objective function  and the simulator function  are 
monotonic (5) which is given in the context of the planning 
problem. If more charging devices are installed then the 
costs increase but also the feasibility of the system increases. 

There are some specific requirements for the infrastructure 
planning process. Some charging stations may already exist 
and some bus stops cannot be equipped with charging devic-
es. A second requirement is a short run time for the optimiz-
ing process. The problem is NP-hard and without any heuris-
tics, the run time of any implementation would be unac-
ceptable. The following paragraphs present a solution for 
these problem specific requirements. 
A simple solution is to set the costs for existing charging 
stations  to zero and those for the excluded bus stops  to 
infinity.  However, in order to reduce the solution space it is 
better to give the set  and the set  in advance. These sets
are defined in (6) and (7) shows the influence to the resulting 
set . 

Figure 3: Dependencies between Existing Bus Stops, For-
bidden Bus Stops, Existing Charging Stations and the Solu-

tion X 

 Y,       Y,      (6) 
(7) 

The reduction of the problem size has a significant influence 
on the run time. It is applicable to many real bus systems 
because many bus stops are not suitable to become a charg-
ing station. 
The optimizer is based on the Branch and Bound algorithm 
(Algorithm 1). The lower bound is given by an objective 
function for invest for feasible sets of charging stations, 
which are selected. Real world problems cannot be opti-
mized in an acceptable run time without any heuristic.  
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It depends on the access strategy of the queue how the solu-
tion set develops. Three basic branching strategies are very 
common: 
� First In First Out: The search tree is developed in the 

breadth first (BFS). The implementation of the queue 
has the semantic of a sequential queue (FIFO). 

� Last In First Out: The search tree is developed in the 
depth first (DFS). The implementation of the queue has 
the semantic of a stack (LIFO). This strategy is often 
implemented by recursion, which uses implicitly the call 
stack of the runtime environment.  

� First In Best Out: The search tree follows always the 
best candidates first (BestFS). The implementation of 
the queue has the semantic of a priority queue. 

The optimizer for the planning process uses a combination of 
all three basic strategies. It starts with a breadth search and 
puts the results in a priority queue with a limited capacity 
(Algorithm 1, line 20). This reduces the search space signifi-
cantly but with the risk for losing the solution for the global 
optimum. The priority is calculated as the relation between 
the feasibility and the costs of the current selected subset. 
This is a measurement for the use costs relation, which final-
ly represents the selection strategy. 
The next step is a recursive invocation of the optimizer for 
all entries stored in the priority queue, which corresponds to 
a depth search (Algorithm 1). If a solution exists, this ap-
proach finds always a first result with an upper bound of run 
time. The maximal number  of nodes to evaluate for a first 
solution for the number of   of bus stops is 

(8) 

The complexity for finding a first solution is . Longer 
run time can improve the result. 
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The infrastructure-planning algorithm needs a bus schedule 
and the vehicle schedule planning needs a charging infra-
structure. An initial step, which assumes that all bus stops 
are equipped with chargers, solves this chicken and egg 
situation. The result is a schedule for an oversized charging 
environment. With this schedule, the infrastructure can be 
reduced to a necessary size and the initial costs for all 
chargers and all buses can be calculated. 
The objective function for closed-loop planning takes into 
account the investments and operating costs for buses and 
chargers, including all necessary installations. We assume 
that all buses are of the same type, are equipped with the 
same battery capacity and have the same price of  without 
quantity discounts. Let the price for a charger at bus stop  be 

 and  if at that stop a charger is required and 
 otherwise. The global objective is given in (9).

(9) 

The loop starts after this initialization. Each cycle starts with 
an infrastructure planning followed by planning a new 
schedule. If the absolute amount of the costs of the new 
solution is below a threshold then the loop terminates. Oth-
erwise, the energy demand of the buses is changed in order 
to get different charging locations and different schedules in 

Algorithm 1: Optimizer with the specific heuristic

the next cycle. This change is applied to the infrastructure 
planning only. Decreasing the energy demand increases in 
general the number of chargers and the infrastructure be-
comes oversized. The new schedule, which is based on such 
an extended infrastructure, could require fewer buses and the 
overall costs could decrease. 
�
��������
�
The introduced algorithms are implemented in pure Java. For 
first tests, artificial data form a model generator were suffi-
cient. Next results came from investigations with bus opera-
tor companies in Germany and in Poland. Current work is on 
a medium sized model for the city of Braunschweig, Germa-
ny. This model consists of 1153 bus stops, 1758 ways and 
230 buses. 
All optimization were done on a Windows 7 System running 
on an Intel(R) Xenon(R) Hardware at 2.4 GHz and 8 Mbyte 
of Memory. 

Figure 4 shows the number of charging stations and the costs 
versus CPU time. In the beginning and after finding a good 
solution, the run time of the simulator is very often short 
because of an abort due to the lack of energy. After 90 s a
first solution with more than 120 charging devices was found 
(see Figure 4). For the next 270 s the number of required 
chargers drops to 25. This value does not decrease during 
hours. 
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Figure 4: Number of Charging Stations and Costs versus 
CPU Time 

The development of the total costs is in this example very 
close the number of chargers because they almost all cost the 
same. The advantage of this optimizer is a calculable upper 
limit for the time taken to determine the first solution. 
Figure 5 shows a bar graph for idle time, time for charging 
one bus and times for charging buses simultaneously.  
  

Figure 5: Time for Simultaneous Charging Buses 

If we assume that all buses charge with the same power then 
we can derive the power peaks on the grid directly. 

This approach for the optimizer solves the planning problem 
for charging infrastructures. It runs fast and delivers results 
for practical use. Nevertheless, some improvements could be 
made to the optimizer. A dynamic length of the priority 
queue could keep the solution space small and investigate 
more candidates of interest. All nodes with feasibility to 
costs relation (see Algorithm 1, line 18) which are better or 
close to the already queued best candidates will be put into 
the queue. An adaptive algorithm should control this dynam-
ic behavior. Another task is parallelizing the optimizer in 
order to reduce the computing time and to use more than one 
processor kernel. 
The limits of earlier solutions (Buechter and Naumann 
2016a; 2016b) are expanded. Now, applications with of more 
than 1000 buses and more than 10000 bus stops can be 
solved. 
The next step is to test the optimizer and the estimated 
schedule in a closed loop.  
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The problem of planning a charging infrastructure for elec-
trical driven buses is solved by a simulation driven branch 

and bound algorithm. The simulation controls the selection 
process and the lower bound is given by an objective func-
tion. 
For further development, charging on the road with energy 
supply by pantographs or inductive energy transfer could be 
integrated in the simulator. As an advantage of the chosen 
software structure, this does not affect the optimizer. The 
optimizer only works on sets without any problem specific 
semantics. The simulator then works with a set of ways in-
stead a set of bus stops.  
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This paper presents the design of the offshore energy 
simulation CEL as a flow network, and its integration in the 
MSP Challenge 2050 simulation game platform. This 
platform is designed to aid learning about the key 
characteristics and complexity of marine or maritime spatial 
planning (MSP). The addition of CEL to this platform 
greatly aids MSP authorities in learning about and planning 
for offshore energy production, a highly topical and big 
development in human activities at sea. Rather than a 
standard flow network, CEL incorporates three additions to 
accommodate for the specificities of energy grids: an 
additional node for each team’s expected energy, a split of 
each node representing an object into input and output parts 
to include the node’s capacity, and bidirectional edges for 
all cables to enable more complex energy grid designs.  
Implemented with Dinic’s algorithm it takes less than 30ms 
for the simulation to run for the average amount of grids 
included in an MSP Challenge 2050 game session. In this 
manner CEL enables MSP authorities and their energy 
stakeholders to use MSP Challenge 2050 for designing and 
testing more comprehensive offshore energy grids. 
 
�
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MSP Challenge 2050 (henceforth MSP Challenge) is a 
novel simulation game platform designed to aid learning 
about the key characteristics and complexity of marine or 
maritime spatial planning (MSP). MSP is a process 
conducted by different governments surrounding a sea basin 
such as the North Sea, ending up in a spatial plan for each 
country’s areas therein, i.e., their territorial waters and 
exclusive economic zones. More specifically, it is a process 
by which a country ‘analyse[s] and organise[s] human 
activities in marine areas to achieve ecological, economic 
and social objectives’ (European Union 2014), ending in a 
spatial plan. This spatial plan is essentially a highly 
annotated map of the area with spatial designations for 
specific human activities and marine protection measures 
for the medium-term future, often a period of 5-10 years. 
MSP Challenge was first conceived and developed as a 
computer simulation game in 2011 and has been applied in 

sessions with MSP authorities, stakeholders and students 
many times since (Mayer et al. 2014, 2013; Stolte et al. 
2013). Since early 2016 it has been further developed at 
Breda University of Applied Sciences within the context of 
the EU projects and consortia NorthSEE, Baltic LINes and 
SIMCelt. It has now become a platform allowing for all sorts 
of simulation game sessions: in different sea basins, with 
different data sources, and with different simulation models 
running in the background. 
 
A very topical and big development in human activities at 
sea is offshore energy production. MSP authorities all over 
the world are highly concerned with finding sites for the 
development of offshore renewable energy (mostly wind 
farms) to help achieve economic and sustainability targets 
set in various (inter)national policy agreements (Kafas et al. 
2018; Borrmann et al. 2018; McGowan 2018). For MSP 
authorities it has therefore become crucial to dive into their 
country’s overall energy production and the intricacies of 
offshore renewable energy systems development in the sea 
basin involved. 
 
At present offshore energy production is a highly complex 
endeavour involving the development, maintenance and 
possibly upgrade, and future decommissioning of mostly 
wind farms. The creation of individual wind farms and their 
onshore connection to an electricity grid is already 
complicated, as it involves finding suitable sites (e.g. 
shallow waters and generally high wind speeds) and the 
selection of suitable technologies (e.g. turbines, pylons, 
cables, transformers), while these technologies continue to 
develop (e.g. bigger turbines, new turbine designs and 
constraints). The complexity arises when taking into 
consideration the development of large transnational grids 
of multiple energy systems such as traditional fossil fuel and 
wind energy, as well as the diverse consequences to other 
human activities and marine life. 
 
Simulation gaming greatly helps players understand and 
deal with a complex endeavour such as offshore energy 
production (Bekebrede, Lo, and Lukosch 2015; van Bilsen, 
Bekebrede, and Mayer 2010; Mayer 2016). An offshore 
energy production simulation game would allow MSP 
authorities to develop and test offshore energy systems with 
their energy stakeholders in a safe environment. Moreover, 
given the spatial relevance, it would be very useful if that 
simulation game could work within the MSP Challenge 

157



platform. The added value of the MSP Challenge platform is 
that it already offers the framework of the MSP process, i.e., 
the process of collectively developing, reviewing, amending 
and approving one’s plans. It also offers the option of
planning all sorts of other human activities, such as 
shipping infrastructure, and marine protection measures, 
such as  no-shipping or no-fishing zones. Within the MSP 
Challenge platform, players could thus design offshore 
energy systems in an integrated manner. 

In this paper we therefore answer the question how an 
offshore energy simulation could be designed and 
implemented within the MSP Challenge platform, allowing 
players in a multiplayer setting to spatially plan and 
implement offshore energy production in an attempt to 
reach a predefined energy demand or target.

We answer this question by explaining the process of 
designing and implementing the offshore energy simulation 
CEL as a flow network. The entire team, that extends 
beyond the authors of this paper, went through this process 
over a period of almost a year. The team consulted with key 
energy experts within the NorthSEE and Baltic LINes 
consortia and networks at different stages along the way. 
We conclude with the main opportunities and limitations 
that the current design of CEL introduces. 

	����	����
����������
��
���
�
������
��

The MSP Challenge simulation game platform has a multi-
player client-server architecture, where the server processes 
inputs from the connected clients, feeds input into any 
connected simulations (notably an ecosystem simulation), 
receives output from these simulations, and feeds back data 
to the connected clients. All simulations running in the 
background have a discrete-event architecture. Each discrete 
event represents one simulated month and ideally takes only 
about a second to run. The time between each discrete event 
is defined by the facilitator or game master and depends on 
how long he/she wants the entire session to take. MSP
Challenge simulates the planning process in periods of 10 
years each, up to a maximum of 40 years, during which 
players play in country teams to design and implement 
MSPs, analyse the outcomes and further consequences, and 
make new plans accordingly. 

The addition of an energy simulation is meant to allow MSP 
Challenge players to design more comprehensive energy 
production plans, within the wider MSP context. MSP
Challenge players have always been able to designate areas 
for energy production such as wind farms, and then connect 
them to shore via an electricity cable. With this next 
development step, we wanted to have the platform calculate 
how much energy the players are actually generating, 
transporting and consuming with their energy production 
areas. 

To simplify this both for the players and the development 
team, we do not consider the network as a whole but divide 

it into separate grids. Grids consist of sources that generate 
power, cables and transformer stations that transport power, 
and sockets that consume power. Each grid is an 
independent part of the network, meaning they are not 
connected and can in no way influence each other. Each 
grid’s energy output is added up and fed back to the players 
as the total amount of energy created in their network. Like 
all spatial designations in MSP Challenge, each grid 
element (e.g. a wind farm or electricity cable) can belong to 
a different team. This allows teams to not only co-develop a 
grid, it also forces them to specify how much power each 
team adds to or receives from the grid. 

Determining the energy distribution is part of the grid 
design process. These energy distributions only specify what 
different teams expect to get from a grid, not what they 
actually get. Players may set the expected amount of energy 
to a large amount, such as the maximum amount that a 
wind farm can generate. However, if the cables or 
transformers in the grid cannot handle this, the energy they 
actually receive will be lower. Determining and placing 
cables and transformers that allow the right amount of 
energy to pass through without wasting too much capacity is 
a big part of the challenge for the player. 

Players create these grids in the game client. The grid 
designs are then sent to and stored on the game server. 
When the game’s time progresses another month, the game 
needs to know how much energy teams get from their grids. 
This is where the energy simulation CEL comes in, which is 
the focus of the remainder of the paper. 
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In this section we explain the CEL architecture by 
specifying what we feed into it as input, what we would like 
to get out of it as output, and why we chose to approach the 
simulation as a flow network. 
�
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As explained, CEL’s input is a set of individual grids drawn 
by MSP Challenge teams defining the entire energy 
network. We need to define of what a grid consists more 
formally to ensure that the flow of energy through them can 
be simulated, both technically and realistically. Grids 
consist of four parts: 

1. Input: Sources, such as wind farms 
2. Output: Sockets 
3. Medium: Cables and transformers 
4. Distribution: A list of expected outputs per team 

that is part of the grid. 

Each of these elements can only be in a single grid at a 
time. When a cable is added between two grids, their 
contents are combined and they become a single grid. We 
resolve the energy simulation for each grid separately and 
then combine the results to present the total amount of 
energy produced and consumed. 
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Sources, sockets, cables and transformers are all objects in 
the world. They are limited by a capacity that is specified in 
the configuration of the game (thus not in CEL, but in the 
MSP Challenge platform). When creating a grid, the 
relevant teams need to specify how much energy they expect 
to get, and thus how the energy is distributed. The energy 
that teams expect to get from a grid is not simply a fixed 
value that they purely set themselves. The value is subject to 
two rules: 

1. Each team’s expected energy has to be lower than 
or equal to the sum of the capacity of their sockets 
in the grid. 

2. The sum of all teams’ expected energy combined 
needs to be lower than or equal to the total energy 
available in the grid. 

Note that the medium is not present in these rules. The 
expected energy specifies what teams would get if the 
medium was perfect, i.e., has the right capacity to carry all 
produced energy all the way to the socket. In practice the 
medium might not accommodate the necessary amount of 
energy to reach all teams’ expected values. 
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Having defined more formally what type of data CEL 
receives as input, we can now specify CEL’s output. To 
define the output we first consider what data we want to 
display to the players in the game client. We feed back the 
following variables to the teams as key performance 
indicators of the energy grids and overall energy network: 

� All objects (cables, transformers, sockets and 
sources) displaying the amount of energy that 
passed through them. 

� An overview per grid, showing how much energy 
all teams participating in the grid received from it. 

� An overview per team and per game session, 
showing the amount of energy produced, consumed 
and shared. 

To show this information the minimum output we need 
from CEL is the amount of energy that passes through all 
objects in the network. All other data can be derived from 
this. However, it would be easier in programming terms if 
the output also includes how much energy each team got per 
grid. 
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The CEL design is based on the simulation objective: given 
a grid, find the maximum amount of energy that can flow 
from the sources to the sockets, with each team’s sockets 
collectively limited by the output expected by the team as 
defined in the grid design. 

The first part of this phrasing reveals our design foundation 
– considering energy grids as flow networks – rendering our 
problem similar to the maximum flow problem (Ahuja 

2017; Schrijver 2002). Indeed, others have also approached 
energy grids as flow networks (Fang et al. 2018). If we can 
represent these particular energy grids as flow networks, 
there are a host of existing algorithms to calculate the 
maximum flow. 

However, there are several important differences between a 
traditional flow network and an energy grid: 

� Traditional flow networks have one source and one 
terminal (or sink), while grids can have multiple 
sources and sockets (when conceived as terminals).

� Traditional flow networks are directed graphs, and 
therefore have unidirectional edges, while energy 
cables (when conceived as edges) are bidirectional. 

� Nodes in traditional flow networks do not have 
limited capacities, while transformer stations, 
sockets and sources in energy grids do (when 
conceived as nodes). 
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In this section we discuss how we chose to conceive our 
energy grids as flow networks, thereby resolving the 
aforementioned issues.  
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Let us see how we can represent an energy grid as a flow 
network step by step. Grid A (Figure 1) is used as an 
example throughout this section. It consists of two sources 
generating 11 energy units in total that are connected to a 
transformer, which is in turn connected to two sockets. The 
capacities of all elements are indicated. In this example we 
assume that the two teams specified the distribution of the 
11 energy units as follows: Team 1 gets five energy units 
and Team 2 gets six units. Upon further examining the 
capacities in this example, in practice Team 1 could indeed 
get its requested five units, but then Team 2 would only get 
three units. This is how we want the system to work. 

Figure 1: Example Grid A 

If we convert this directly to a flow network, we get what is 
represented in Figure 2. The source s and terminal t were 
added, all edges became directional, and all nodes (energy 
sources, transformer and sockets) lost their inherent 
capacity. The capacity of the energy sources and sockets are 
used as the capacity of the edge connecting them to the 
source and terminal. The capacity of the transformer is lost, 
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which is a key problem. If we were to run this network in a 
maximum flow algorithm, the results would probably not 
match our expected outcomes.  

Figure 2: Initial Flow Diagram of Grid A 
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The flow network of Figure 2 is not properly taking the 
energy distribution set by the two teams into account. The 
distribution essentially specifies a combined capacity for all 
sockets of a team in the grid. In the example both teams 
only have a single socket. Therefore the problem could be 
solved by setting the capacity of the edges to the terminal to 
the expected value of that socket’s team. However, if a 
country had multiple sockets this approach would not work,
as the flow network would not be able to keep track of the 
total amount of energy that each team is expecting. To 
accommodate this option, an intermediary node of each 
team’s expected energy is added (Figure 3).  

Figure 3: Grid A Limited by Energy Distribution 
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The energy sources can receive a limited amount of energy 
from the flow network’s source, and the energy sockets can 
send a limited amount of energy to the terminal. However, 
how much energy flows through the nodes themselves is not 
limited in our example flow network. As already mentioned 
this is particularly a problem for the transformers.  

  

Figure 4: Example Grid B 

Consider Grid B (Figure 4), a new example where the 
distribution of the 10 energy units is as follows: Team 1 gets 

five energy units and Team 2 gets five units. In our 
currently proposed design we would have to represent this 
with the flow network of Figure 5. 

In Figure 5 both teams would receive the total amount of 
five energy units they each expect (at the nodes Expected 
Team 1 and 2 respectively). However, Socket 2 would be 
noted as passing on 10 energy units (rather than only 
receiving that amount), even though its capacity is only five 
units. This same problem applies to energy sources; they 
could pass on more energy than their capacity should allow. 

  

Figure 5: Grid B as a Flow Network 

Adding node capacity solves this particular problem. To add 
node capacity to the flow network we split all nodes into two 
parts: input and an output. The input part of the node has an 
edge to the output part with the capacity of the original 
node. Figure 6 shows how Grid B would be affected by the 
introduction of node capacity to the flow network. 

Figure 6: Grid B with Split Nodes 

Applying node capacity on our original Grid A leads to 
Figure 7. This figure combines the added node of each 
team’s expected energy to accommodate for energy 
distribution (Figure 3) with the socket’s input-output 
distinction for node capacity. 
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Figure 7: Grid A with Split Nodes 
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In an energy grid the maximum flow can be achieved by 
only using directional edges. This is because energy will 
never flow through a cable in both directions at the same 
time. Of course, in different time frames energy can pass 
through a cable in different directions. One could thus argue 
that all cable edges should be bidirectional. Yet from a flow 
network perspective, even when an edge is bidirectional, 
energy will only ever pass through it in one direction at the 
same time.  

This is why, until now, we represented our cables with 
unidirectional edges and determined this direction 
beforehand. This was not a problem in the example of Grid 
A, since it was obvious in what direction energy would pass 
through the cable. However, when grids become more 
complex and contain loops, predetermining directionality 
becomes more complex. Instead of trying to determine 
directionality beforehand, we simulate bidirectional edges 
and let the maximum flow algorithm determine which way 
to send the energy through it.  

To accomplish this we duplicate the edges representing 
cables, with the duplicate having the same capacity but a 
reversed direction. Because the nodes are split into two 
parts, this reversed edge would go from an input node to an 
output node, which is incorrect. The new edge should 
therefore be moved to go from the output node of its origin 
to the input node of its destination. Applying this to Grid A 
results in Figure 8. 

  
Figure 8: Grid A with Bidirectional Edges 
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With these changes we can now represent energy grids as 
flow networks while still retaining the important properties 
of an energy grid:  

1. To limit the energy per team to the value they have 
defined in their grid design, we added an additional 
node of expected energy per team, connecting their 
sockets to the terminal with an edge with a capacity 
of their expected value.  

2. To represent node capacities we split all the nodes 
representing objects into input and output parts,
connected with an edge with the node's capacity.  

3. To represent bidirectional edges we duplicated all
the edges representing cables and reversed their 
direction. 

The created flow network can now be used as input for a 
maximum flow algorithm to calculate the flow of energy 
through a grid per simulated month in MSP Challenge. 
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When putting the presented design into practice, a final 
consideration that has to be made is how energy is 
distributed among the appropriate teams if their expected 
values cannot be reached. In other words: how much does 
each team actually get when none of their expectations can 
be met? There are two main options to handle this situation: 

1. The energy is spread equally. 
2. It is undefined. 

The first option has a lot of additional considerations. How 
is ‘equally’ defined? What happens if energy cannot be 
distributed equally? Do we prioritize an equal distribution 
over the maximum flow? This option can also not be 
implemented by changing the the flow network design. It 
requires changing the maximum flow algorithm applied. 
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For MSP Challenge the second option was deemed 
appropriate. If players plan well, their expected values will 
be reached. If not, the maximum flow algorithm will simply 
do its work, determine that the maximum flow does not 
equal the expected flow and maximum capacity of the 
energy sources, and present results based on whatever paths 
the algorithm ended up with. CEL feeds back the number of 
energy units that every object passes on. Thus the residual 
energy can be calculated and fed back to the players as 
‘wasted’ energy. This information is an incentive for players 
to analyse and revise their grid design as part of their MSP,
serving the very purpose of MSP Challenge. 
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The presented additions to the flow network design 
naturally decreases performance when compared to a direct 
conversion to a flow network (as posed in Figure 2). We 
should note that this is not a fair comparison, because a 
direct conversion would not adhere to the properties of an 
energy grid. Nevertheless, the comparison can give us an 
indication of the additional performance cost incurred. 

The performance of maximum flow algorithms is usually 
expressed in E and V, where E is the number of edges and V
the number of vertices (nodes). Our additions to the 
standard flow network change these values into E’ and V’ in 
the following ways, where T is the number of teams in the 
grid: 

E’ = 2E + T + V                              (1) 
V’ = 2V + T                                    (2) 

In MSP Challenge Dinic’s algorithm (Dinic 1970) was used 
for its robustness and good performance. Dinic’s algorithm 
has a complexity F (equation 3). With our additions the 
complexity F’ needs to be calculated as shown in equation 
4. 

F = O(V2 E)                                      (3) 
F’ = O((V + T)2 (E + T + V))           (4)

In practice, with the average amount of grids in MSP 
Challenge, the energy simulation takes less than 30ms to 
run a simulated month. This includes the data requests done 
to the server. We note that we tested the solution on high-
end hardware. 
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In this paper we presented how a dive into the complexities 
of offshore energy production with the help of experts from 
the NorthSEE, Baltic LINes and SIMCelt consortia and 
networks led to an amended flow network simulation called 
CEL. We chose to represent offshore energy grids as flow 
networks, with three important additions: an additional 
node for each team’s expected energy, a split of each node 
into input and output parts to include node capacity, and 
bidirectional edges for all cables to enable more complex 
energy grid designs. Implemented with Dinic’s algorithm, 

we have an energy simulation CEL that is suitable for use by 
MSP authorities and their energy stakeholders within the 
simulation game platform MSP Challenge. CEL’s 
performance is at such a level, that it can be safely and 
usefully incorporated into the MSP Challenge platform. 

With this design CEL enables MSP authorities and their 
energy stakeholders to use MSP Challenge 2050 for 
designing and actually testing more comprehensive offshore 
energy grids. An additional value of our approach is that we 
can also use it for other energy infrastructures, notably fossil 
fuel energy production (offshore oil and gas notably). An 
advanced use of MSP Challenge could thus concern the 
decommissioning of fossil fuel energy production balanced 
with the development of offshore renewable energy 
production. This way MSP Challenge would be used for 
offshore energy transition management. 
We note several limitations in our approach. Our energy 
simulation is still a simplification of an offshore energy 
system. The simulation also does not take external 
influences on energy flow into account, such as fluctuating 
wind speeds. We note, however, that we can deal with the 
latter outside CEL by letting MSP Challenge dynamically 
configure the maximum capacity of an energy source with 
each discrete event (thus each simulated month). Still, we
have to keep in mind that our goal is not to offer a complete 
offshore energy electrical engineering design system. MSP 
authorities need to know enough about the electrical 
engineering involved to come up with comprehensive and 
theoretically feasible offshore energy production designs 
befitting relevant policy objectives and within the wider 
MSP context. We believe the presented CEL design helps 
achieve that. 
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Our next step is to apply CEL in offshore energy MSP 
Challenge sessions within the North Sea and Baltic Sea 
regions. We aim to help these regions’ MSP authorities and 
energy stakeholders plan for offshore energy in an 
integrated manner, thus also considering other human 
activities as well as the impacts and protection measures for 
marine life. These sessions are part of the NorthSEE and 
Baltic LINes projects and will take place at the end of 2018 
and beginning of 2019. 

The question remains how and to what extent MSP 
Challenge and CEL will aid MSP processes in the different 
sea regions we apply them. Moreover, as the MSP 
Challenge platform continues to develop, the question 
remains whether and how we should adjust or optimize CEL 
to improve performance or enable new features. A different 
maximum flow algorithm could help improve performance, 
if needed. Related to this question, is the matter of overall 
MSP Challenge development and support methodology. 
How should the platform be maintained, further developed 
and used, and by whom? We aim to answer these questions 
in the coming years. 
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ABSTRACT

Demand side management (DSM) is one of the main
functionalities of the smart grid as it allows the con-
sumer to adjust its energy consumption for an efficient
energy management. Most of the existing DSM tech-
niques aim at minimizing the energy cost while not con-
sidering the comfort of consumers. Therefore, maintain-
ing a trade-off between these two conflicting objectives
is still a challenging task. This paper proposes a novel
DSM approach for residential consumers based on a non-
cooperative game theoretic approach, where each player
is encouraged to reshape its electricity consumption pat-
tern through the dynamic pricing policy applied by the
smart grid operator. The players are guided to select
the best strategy that consists of scheduling their elec-
tric appliances in order to minimize the daily energy
cost and their discomfort level. The Nash Equilibrium
of the energy management game is achieved using Non-
Sorting Genetic Algorithm NSGA-II. Simulation results
show the effectiveness of the distributed non cooperative
game approach for the residential energy management
problem where an appreciable energy cost reduction is
reached while maintaining the discomfort in an accept-
able level.

INTRODUCTION

Along with the current transition of the power system
from a centralized to a distributed architecture (Mos-
bahi and Khalgui 2016), a great attention is being paid
to the power grid’s capacity to maintain the balance be-
tween demand and supply (Meskina et al. 2017, Abidi
et al. 2017). Indeed, the increasing penetration of dis-
tributed renewable energy sources (RES) which have an
intermittent nature induces new challenges for the smart
grid in terms of energy management, congestion, volt-

age and frequency variations, etc. In order to overcome
these challenges, the demand side management (DSM) is
increasingly exploited by smart grid operators to main-
tain the demand-supply equilibrium taking advantage of
the demand flexibility. DSM brings many solutions for
consumers such as energy saving through the reduction
of the electricity consumption and best use of electric
appliances. Recent advances in information and com-
munication technologies offer the opportunity for ad-
vanced DSM solutions, e.g., demand response, time of
use, spinning reserve, etc.
In this study, we investigate the demand response (DR)
solutions to reduce the energy cost for consumers while
ensuring their comfort. The DR solutions consist of the
short-term changes in the power consumption that could
be made in response to the energy price variation. The
dynamic pricing is designed to incite consumers to par-
ticipate in the DSM by decreasing or increasing their
power consumption. In addition, DR solutions do not
only consist in reducing the power consumption but can
modify the consumption pattern. DR is enabled through
communication infrastructures (Fadel et al. 2015), al-
lowing to decrease energy consumption during peak pe-
riods. It has been shown that DR can solve some exist-
ing problems in traditional power systems and enhance
the reliability (Safamehr and Rahimi-Kian 2015).Smart
grid technologies enable another pricing methods in re-
structured form. The prices are variable with respect to
the demand and operating conditions, which involve the
consumers participation in the power system operation.
Various methodologies have been proposed for the en-
ergy management of the smart grid using demand re-
sponse. In (Al Zahr et al. 2017), advanced demand re-
sponse is proposed considering modular and deferrable
loads with the objective of reducing the cost of con-
sumed energy and peak consumed power. In (Kad-
dah et al. 2014), direct load control (DLC) programs
have been proposed. DLC allows the energy provider
to directly control (switch on/off) the electric appli-
ances of the consumers with respect to their agreements
(e.g., maximum number of interruptions, appropriate re-
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wards, etc). Simply shifting the power consumption of
consumers at a peak time to off-peak times may cause
consumer’s discomfort. To model the discomfort of con-
sumers, the difference between the desired load and the
scheduled load is considered in (Deng et al. 2014).When
shifting the power consumption pattern, the difference
between the desired and scheduled time of loads can be
considered to evaluate consumer’s discomfort. In (Eksin
et al. 2015), a game theoretic approach was used to solve
the demand response using the Bayesian Nash equi-
librium with the objective of minimizing the peak-to-
average ratio. However the comfort level of consumers
was not addressed. In (Ning et al. 2017), a coordinated
optimization is proposed where the concept of demand
response potential (DRP) was introduced. However, the
approach did not verify the consumer’s comfort with
concrete result.
Most of the aforementioned studies focus on the reduc-
tion of the energy cost and peak load to solve the energy
management problem and do not sufficiently consider
consumer behavior. In particular, the comfort level of
consumers was not considered simultaneously with the
energy cost in the demand side studies. Even when
jointly considered with the energy cost like in (Kim
et al. 2013), they are subsequently referred as a total
cost. Such consideration may affects the result of the
energy management system and may give a biased so-
lution sometimes for the energy cost and sometimes for
consumers comfort.
In this respect, we propose a multiobjective demand
response game for the optimal scheduling of the elec-
tric appliances in smart homes. Non cooperative en-
ergy management game is designed to model the be-
havior of consumers. The proposed energy management
game incorporates the demand side in the supply man-
agement using the dynamic pricing policy to minimize
daily energy cost while reducing the discomfort level of
consumers with a multiobjective approach.
The contributions of this paper can be summarized as
follows:

• We propose a non cooperative energy management
game which guarantees the fairness among non-
cooperative consumers and apply the NSGA-II al-
gorithm to find the Nash equilibrium of the game
in accordance to the two conflicting objectives that
are energy cost and consumer’s comfort.

• We model the rational behavior of the consumers
that reduce their energy cost while seeking their
comfort.

• We address the concept of discomfort level of con-
sumers which is based on the difference between
the desired and scheduled time of the electric ap-
pliances.

This paper is organized as follows: Section gives the
smart grid model used in this paper. Section explains

the concept of game theory for the energy management
problem. Section gives the formulation of the proposed
energy management game. Section gives the numerical
results. Finally, Section concludes this paper.

SYSTEM MODEL

This section describes the smart grid system used in this
study and gives the energy management system (EMS)
architecture. Consider a smart distribution grid with
one electricity provider that supplies energy to a set
of n consumers, i.e., smart homes which are controlled
by a Multi-Agent System (MAS). Each smart home is
equipped with a smart meter that is connected to the
electric appliances via wire connection e.g., PLC (Power
Line Communication) or wireless connection, e.g., Zig-
Bee, etc. Furthermore, the smart meter integrates an
agent that has computational intelligence capabilities.
Each agent collects the planned tasks for the current
day and power consumption profiles of the electric appli-
ances from the smart meter. Consumers communicate
with the smart meter through wireless communication,
e.g., smart phones or tablets, to indicate the preferred
conditions of their electric appliances related to their
comfort, e.g., the preferred temperature in the rooms,
desired time to charge the electric vehicle, etc. Fig. 1
shows the architecture of the proposed EMS.

Figure 1: Distributed EMS Architecture.

In the proposed EMS, each consumer is character-
ized by its planned daily tasks TSj . Let TS =
{TS1, TS2, ..., TSk} be the set of daily tasks to be ex-
ecuted, each task can be characterized by two vec-
tors (Salinas et al. 2013):

Xj =

[
x1
j , x

2
j , ..., x

t
j

]
(1)

Yj =

[
Pj Dj STj FTj STPj FTPj

]
(2)

where

• Xj is the power consumption profile of the electric
appliance that executes the task j where xt

j is the
power consumption of task j at time t.
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• Yj is the vector which characterizes the task j.

• Pj =
T∑

t=1
xt
j is the energy demand of the task j where

the time horizon T = 24.

• Dj is the duration of the task j.

• [STj , FTj ] are the earliest start time and finish-
ing time to run the task j that define its admitted
interval of execution.

• [STPj , FTPj ] is the time preferred window of the
consumer to run the task j.

Pricing method

Let P t
ij is it the energy consumption of consumer i for

task j at time t. The total energy consumption of all
consumers (i = 1, ..., n) at time slot t is defined as fol-
lows:

lt =

n∑
i=1

k∑
j=1

P t
ij (3)

Consider Ct
u(l

t) the cost function of utility grid at time
slot t. The quadratic cost function is usually used in
literature (Deng et al. 2014), i.e,

Ct
u(l

t) = at.(lt)2 + bt.lt + ct (4)

where the quadratic costs coefficients (at, bt, ct) are time
varying. Real-time pricing is used in this study where
the price value is time varying. The price value depends
on time of use (TOU) and total energy consumption.
Based on this pricing model, the energy cost of con-
sumers at time slot t is defined as in (Deng et al. 2014)
by:

Ct
c = ctr(l

t).
k∑

j=1

P t
j (5)

where ctr(l
t) is the real-time price of energy. We assume

that the smart grid operator adopts adequate pricing
method that takes into consideration the energy con-
sumption in time and level. In this study, we con-
sider also consumers within distributed energy resources
(DERs) facility that can produce energy. The revenue
of the consumer Rt

c is calculated as follows:

Rt
c =

T∑
t=1

r.P t
g (6)

where P t
g is the power generated from the consumer at

time t and r is the revenue coefficient.

Consumer discomfort level

To measure the discomfort of consumers caused by shift-
ing their consumption pattern, we introduce a discom-
fort cost as a quadratic function of the gap between the
desired and the scheduled time of the electric appliances.

We define a time shift parameter Δj that models the gap
between the scheduled and preferred time of the task j.
Let tj denotes the start time of the task j. The time
shift parameter Δj is calculated as follows:

Δj =

⎧⎪⎨
⎪⎩
0, if tj ≥ STPj ∧ tj +Dj ≤ FTPj ,

STPj − tj, else if tj ≤ STPj ∧ tj +Dj ≤ FTPj ,

(tj +Dj)− FTPj, else if tj ≥ STPj ∧ tj +Dj ≥ FTPj ,

(7)
Here, for each task j, the concept of time shift can
be valid only in the admitted interval of execution
[STj , FTj ] of the task j. The discomfort cost can be
modeled with a quadratic cost function (Samadi et al.
2012) as follows:

CΔj
=

k∑
j=1

α(Δj)
2 + βΔj + δ (8)

where α, β and δ are the quadratic cost coefficients.
Here, as more as the time shift parameter increases, i.e.,
the electric appliance is scheduled out of its preferred
time, the discomfort cost increases.

MATHEMATICAL GAME THEORY FORMU-
LATION

This section gives the mathematical game theory formu-
lation of the energy management problem involving the
MAS.
In the energy management problem, the consumers do
not collaborate, for example, when a smart meter shows
the real-time electricity price in the smart grid, the con-
sumer reduces or increases its electricity consumption
without asking neighbors whether they reduce their con-
sumption or not at a certain time. Game theory is able
to model the competitive behavior of the consumers.
In the proposed energy management architecture, each
consumer, i.e., agent is a player of the non-cooperative
game. The energy management game can be defined by
the following 3-tuple:

G = {N,S, J} (9)

where N is the set of players with |N | = n. S is the
strategy space of players where

S = S1 × S2 × ...× Sn (10)

J = S → R is the vector of cost functions of players
i = 1, 2, ..., n which is defined as

J(s) = [J1(s), J2(s), ..., Jn(s)] s ∈ S (11)

where the vector of strategies s = (s1, s2, ..., sn) ∈ S is
called a strategy profile. Let {ai} be the set of actions
of the player i. Each action ai represents the total en-
ergy consumption of player i over the time slot t. For
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player i, the set of the selected actions consists of the en-
ergy consumption pattern for the time horizon T = 24,
i.e., one day. The strategy si of the player i can be
regarded as a rule for choosing its actions. For exam-
ple, the player, i.e., consumer can use the remaining
energy in the car battery to cover the expensive evening
consumption and re-charge his car battery after mid-
night. Moreover, consumers within DERs that are cov-
ering their energy needs and having surplus, can re-sell
the energy to the grid, even using their own home stor-
age facilities and recharging them when the energy is
cheaper. The cost function of the player i is given by

Ji(s) = Ji{s∗i , s∗i } (12)

where the cost function Ji depends on the strategy
s∗i ∈ Si selected by the player i and on the strategy
profile s∗i of the other players. Solving the energy man-
agement game consists of finding the Nash Equilibrium
for each player in the non cooperative game. The vector
s∗ = (s∗1, s

∗
2, ..., s

∗
n) is a Nash equilibrium for the energy

management game G = {N,S, J} if the following con-
straint is valid:

∀i ∈ N, ∀si ∈ Si, Ji(s
∗
i , s

∗
i ) ≤ Ji(si, s∗i ) (13)

PROBLEM FORMULATION

This section describes the energy management game and
the considered game players.

Energy management game players

The proposed energy management game consists of two
types of players that are: consumer denoted by (c-
player) and consumer within DERs that can produce en-
ergy denoted by (p-player). C-player represents the flex-
ible consumers that can adjust their consumption pat-
tern. P-player represents the consumers within DERs
facility. Each player has its own objective functions, as
illustrated in the following.

C-player
The c-player can adjust its consumption pattern
through managing its smart electric appliances. The
first objective of the c-player is to reduce the energy
cost as follows:

min J1 =
T∑

t=1

Ct
c (14)

The second objective of the c-player is to minimize its
discomfort level by

min J2 =
k∑

j=1

α(Δj)
2 + βΔj + δ (15)

Hence, the cost function of the c-player is given by

Jc(s) = (J1, J2) (16)

P-player
The p-player can adjust its consumption pattern and
manage its DERs. The first objective of the p-player is
to minimize its energy cost and maximize its revenue as
follows:

min J3 =
T∑

t=1

Ct
c −Rt

c (17)

where Ct
c, R

t
c are the energy cost and revenue of p-player

at time slot t, respectively.
The second objective of the p-player is to minimize its
discomfort level by

min J4 =

k∑
j=1

α(Δj)
2 + βΔj + δ (18)

Thus, the cost function of the p-player is given by

Jp(s) = (J3, J4) (19)

Constraints

The proposed energy management game is subject to
the following constraints.

Time constraints
Each task j of duration Dj must be executed exactly
once between its earliest start time STj and finishing
time FTj . The start time tj of task j satisfies the fol-
lowing constraint:

STj ≤ tj ≤ FTj −Dj (20)

Energy balance
The energy generated by the utility grid and p-player
must be equal to the total energy consumed by c-player
and p-player satisfying:

Et
u + Et

p − Et
d = 0 (21)

where Et
u is the energy produced by the utility grid,

Et
p is the energy produced by the p-player and Et

d is the
total energy demand of all consumers, i.e., c-players and
p-players.

Nash equilibrium
The existence of the Nash equilibrium is proved by the
following theorem (Nash 1951):

Theorem 1. Every game with a finite number of play-
ers that can choose from finitely number of strategies has
at least one Nash equilibrium.

In the proposed non cooperative game, each player is
assumed to be rational, i.e., the player aims to mini-
mize its cost function by considering the best strategy.
Therefore, each player chooses the load profile that rep-
resents its best strategy.
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Theorem 2. The combination of best strategies and
their corresponding cost functions constitutes the domi-
nant strategy which is the Nash equilibrium for the en-
ergy management game (Fudenberg and Tirole 1991).

NSGA-II scheduling

NSGA-II algorithm is used to find the Nash equilibrium
of the energy management game. A detailed descrip-
tion of the algorithm can be found in Deb et al. (2002).
Each player, i.e., agent gets the information about time-
differentiated electricity price from the smart grid oper-
ator to adjust the scheduling of its daily tasks. After
that, the agent applies the NSGA-II algorithm to solve
the multiobjective optimization problem with the objec-
tive to minimize the daily energy cost and consumer’s
discomfort. Hence, the NSGA-II algorithm specifies the
best strategy of each player in accordance to the mini-
mization of two fitness functions. For the c-player, the
strategy is chosen by

s∗c−best
i = argmin

[
Jc(s)

]
(22)

For the p-player, the strategy chosen by

s∗p−best
i = argmin

[
Jp(s)

]
(23)

The NSGA-II scheduling solution gives the dominant
strategy for each player which is the best strategy.
The combination of these best strategies constitutes the
dominant strategy which is the Nash Equilibrium of the
energy management game (Fudenberg and Tirole 1991).

SIMULATION RESULTS

This section illustrates the system under study and gives
the simulation results of the proposed multiobjective en-
ergy management game.

For testing the proposed method, the EMS is developed
in MATLAB software. The system under study consists
of a smart grid with |N | = 30 consumers. The system
includes several c-players and p-players. Each player
performs its daily tasks, at least 8 tasks selected ran-
domly from Table 1. To obtain the Nash equilibrium of
the energy management game, our proposed multiobjec-
tive formulation was submitted to NSGA-II algorithm.

In order to incentivize the consumer to run some of its
electrical appliance at particular time-slots of the day,
the smart grid operator uses time-variable tariff rates.
Fig. 2 summarizes the set of considered electricity appli-
ances and highlights the starting and finishing time of
these appliances that can be scheduled in the admitted
time window. The first subfigure shows the appliances
of a typical c-player and the second subfigure shows the
appliances of a typical p-player.

Table 1: Task’s characteristics.

Task
Power
(kW)/h

ST j
(hour)

FT j
(hour)

Duration
(hour)

Washing machine 1 6 24 2
Laptop 0.1 18 24 6
Desktop 0.3 18 24 3
Air
conditionner

1.5 10 19 1

Dish
Washer

1 7 19 3

Fridge 0.3 0 24 24
Electrical
Car

3.5 18 8 3

Boiler 0.8 15 22 2
Iron 1.2 10 22 1
Cooker
Microwave

1.7 6 9 1

Spin Dryer 2.9 13 18 1
Television 0.6 19 24 3
Cooker Oven 5 18 19 0.5
Cooker Hob 3 8 9 0.5
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(a) C-player.
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(b) P-player.

Figure 2: Tasks scheduling.

168



To evaluate the effectiveness of the proposed scheduling
solution, three scenarios are investigated. The first is
the reference scenario (‘Ref-sce’), where each task will
be executed at its preferred time interval and will not
be executed in early or later time. In the literature,
such scenario is called the welfare maximization as in
(Li et al. 2011). The second is the cost effective scenario
(‘Cost-sce’) as in (Al Zahr et al. 2017), where the tasks
are executed with the objective to minimize the daily
energy cost without taking into account the discomfort
of consumers. The third scenario (‘Cost-discomfort-sce’)
refers to the proposed multiobjective scheduling solution
which consists of the minimization of the daily energy
cost and discomfort level of consumers.
Fig. 3 shows the total power consumption for a typ-
ical c-player and a typical p-player for the considered
scenarios, while Figs. 4 and 5 show the results of the
considered scenarios for all the consumers in terms of
energy cost and discomfort level.
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Figure 3: Power consumption.

It can be seen that p-player has more comfort than

c-player taking the advantage of its power generation,
which reduces its energy cost, such that, the p-player
schedules its electric appliances during its preferred
time. On the other hand, c-player has less comfort due
to the absence of the power generation, such that, the
consumer schedules its electric appliances out of its pre-
ferred time.
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Figure 4: Daily energy cost.

As expected, ‘Ref-sce’ has the highest power consump-
tion. It is observed during peak hours from 18:00 to
20:00. ‘Ref-sce’ has also the highest daily energy cost of
electricity and with discomfort level equal to zero. A sig-
nificant decrease in the power consumption is observed
in the ‘Cost-sce’ from 18:00 to 20:00.
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Figure 5: Discomfort level.

It also achieves the lowest daily energy cost with a
reduction of about 40% compared with the ‘Ref-sce’.
However, discomfort level increased by at most 30%.
The ‘Cost-discomfort-sce’ has a low power consumption
where the reduction in the daily energy cost is about
37% compared with the ‘Ref-sce’. However, the daily
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energy cost increased by at most 3% compared with the
‘Cost-sce’. The discomfort level is maintained in an ac-
ceptable level, which is increased by 20% compared with
the ‘Ref-sce’ and decreased about 10% compared with
the ‘Cost-sce’.
In summary, the proposed task scheduling strategy
achieved its main objective which is a tradeoff between
shifting the power consumption to time-slots where the
daily energy cost is cheaper and maintaining the dis-
comfort of consumers in an acceptable level, thanks to
the proposed multiobjective game formulation.

CONCLUSION

In this paper, a non cooperative game theoretic ap-
proach has been proposed to implement a DR energy
management strategy for competitive residential con-
sumers to obtain a minimum daily energy cost and min-
imum discomfort level. The method presented has been
solved using NSGA-II algorithm. In the proposed game
theoretic approach, the consumers play a key role in
the energy management game through exploiting DERs
and scheduling their electric appliances locally, in con-
trast to centralized energy management systems that
use DLC approaches that directly control the loads and
impose load shedding to the consumers. The developed
energy management game can be used as a useful tool
for evaluating the electricity market and also for ana-
lyzing the strategic behavior of consumers in competi-
tive electricity markets. As a perspective, we will con-
sider additional choices of game theoretic approaches for
DSM and more comprehensive decision-making models
for consumers based on behavioral sciences.

REFERENCES

Abidi M.G.; Smida M.B.; Khalgui M.; Li Z.; and Wu N.,
2017. Multi-agent oriented solution for forecasting-
based control strategy with load priority of microgrids
in an island mode–Case study: Tunisian petroleum
platform. Electric Power Systems Research, 152, 411–
423.

Al Zahr S.; Doumith E.A.; and Forestier P., 2017. Ad-
vanced Demand Response Considering Modular and
Deferrable Loads under Time-Variable Rates. In
GLOBECOM 2017-2017 IEEE Global Communica-
tions Conference. IEEE, 1–6.

Deb K.; Pratap A.; Agarwal S.; and Meyarivan T., 2002.
A Fast and Elitist Multiobjective Genetic Algorithm:
NSGA-II. IEEE transactions on evolutionary compu-
tation, 6, no. 2, 182–197.

Deng R.; Yang Z.; Chen J.; Asr N.R.; and Chow M.Y.,
2014. Residential Energy Consumption Scheduling:
A Coupled-onstraint Game Approach. IEEE Trans-
actions on Smart Grid, 5, no. 3, 1340–1350.
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ABSTRACT

Power systems, especially those which are small and iso-
lated, are working more and more to the limits of their
capacity. Thus there is a need for new structures that
give them more flexibility. To this end, the Spanish
Transmission System Operator (TSO), Red Electrica de
España (REE), in collaboration with various research
centres, is working on solutions to increase the flexibil-
ity of isolated power systems. The evaluation of these
solutions, based in new devices and operational strate-
gies, requires new analysis tools. This article presents
one such tool for integrating and comparing simulation
and operation results for the system using a solution
based in Big Data.

CONTEXT

Power systems are increasingly operating in stress sit-
uations. The deregulation of related activities has lead
to them being operated in situations approaching their
maximum capacity [1]. Moreover, the rise in Variable
Generation (VG), which is more difficult to predict than
demand, has increased uncertainty in the management
of these systems. This situation demands new opera-
tional strategies and devices to increase flexibility [2].
At the same time, these will also facilitate the penetra-
tion of renewable energy and improve supply security.

The flexibility of a power system can be defined as its ca-
pacity to deploy available resources in order to deal with
changes in Net Demand (ND) [3]. In the case of power
systems that are isolated and weakly meshed, such as
those on islands, small changes in ND can cause major
disruptions in the system, making its operation much
more complicated [4].

The most recent decade has seen the development of
new strategies to increase flexibility. This was intended
to facilitate the penetration of renewable energy sources
while keeping the security of the supply. On the one
hand, the main source of power system flexibility is the
generators’ power reserve [5]. In this respect, Indepen-
dent System Operators (ISO’s) have created new ways

to measure and increase flexibility from the generation
point of view [5].

On the other hand, power systems also play an impor-
tant role in providing flexibility. For this reason, when-
ever it is necessary to study the flexibility of a power
system, it is advisable to take into account the limita-
tions imposed by the grid [6].

Traditionally, these limitations have been overcome by
incorporating power lines or generators that contribute
more transmission and/or generation capacity. Nev-
ertheless, they can also be overcome without adding
new systems by integrating FACTS devices. FACTS
(Flexible Alternating Current Transmission Systems)
are power electronics devices that are able to gener-
ate/absorb reactive power in order to control voltage
within the electrical transmission network [7].

It was under these circumstances that the project OS-
MOSE (Optimal System-Mix of flexibility Solutions for
European electricity) arose [8], promoted by Transmis-
sion System Operators (TSO’s), electrical companies
and European universities. This project has been in-
tegrated into the European Union’s Horizon 2020 pro-
gramme and is studying how to combine sources of flex-
ibility with the objective of taking on more renewable
energy.

As part of this project, the Spanish TSO, Red Elec-
trica de España (REE), proposes to demonstrate the
effectiveness of a Multi-Component Flexibility System
(MCFS) in the power system on the islands of Lanzarote
and Fuerteventura (Canary Islands, Spain). The MCFS
consists of various flexibility devices operated jointly.
These devices are a flywheel and a Hybrid Flexibility
Device (HFD) which is composed of a FACTS device
and storage devices: batteries and super-capacitors.

In order to evaluate the effectivenes of the flexibility
solution implemented, the performance of the MCFS is
being analysed. To accomplish this, simulations will be
carried out and the grid will be monitored in real time
during its operation before and after its implementation.
The data obtained is then used to make a comparative
analysis.

POWER SYSTEM MANAGEMENT

Power systems are formed by generation units and dis-
tribution networks that exchange power via transmis-
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sion networks. The management of these systems could
be considered from two perspectives: service manage-
ment and infrastructure management.

Service Management

This is generically referred to as Operation and is car-
ried out by the Independent System Operator (ISO).
The objective is to achieve a reliable functioning of the
system at a minimal cost. In this context, it becomes
necessary to develop different activities in distinct time
scales [9]:

• Control. This involves maintaining the dynamic
balance of the system in an instantaneous manner.
The devices in charge of this task react automati-
cally to correct any possible discrepancies [9].

• Operation. Basically, this involves adjusting the ref-
erences of the control devices to assure the correct
functioning of the power system [9], maintaining
the system’s dynamic trajectory..

• Programming. Given that it is not sufficient to re-
spond instantaneously to counteract changes pro-
duced within it, it is also necessary to envision the
resources and actions needed to take into account
unforeseen behaviours before the operation takes
place [9].

To support the service management of power systems,
SCADA’s (Supervisory Control And Data Acquisition
[10]) are used. SCADA’s are composed of Remote Ter-
minal Units (RTU’s), a communications network and a
control centre. In each node of the network there is an
RTU, which monitors and controls several devices and
electrical lines. RTU’s are in charge of sending data and
receiving orders according the operation defined by the
control centre [10].
In order for the power system to function properly, pro-
duction must match consumption precisely and instan-
taneously. Therefore, coordination between the produc-
tion system and the transmission network assures that
the energy produced by the former will be transmitted
to the distribution networks. For this to take place,
in conformance with the quality standards specified by
existing regulations, it is necessary to confront the tech-
nical restrictions that the system imposes, limiting their
capacity to cope with changes in ND [6].

Infrastructure Management

Carried out by the Transmission System Operators
(TSO’s), the objective of this activity is to assure the
present and future availability of the network to attend
to the needs of the service. Management of the infras-
tructure includes its maintenance, as well as as its devel-
opment and expansion. The objective is to assure that
the system will operate correctly in the future.

In order to satisfy the requirements of energy demand,
systems rely on a certain number of power plants and
transmission lines [9]. Traditionally, planning the ex-
pansion of a power system meant calculating the num-
ber of power plants and transmission lines that must be
constructed in order to meet future power and energy
demands, while minimising investment and operation
costs.
Given the importance of adequately planning the expan-
sion of these systems, there are numerous mathematical
optimisation models that may resolve this problem. In
general, these models help to determine the type, size
and location of new power plants and transmission in-
frastructure that should be installed. The purpose of
these tools is to insure the satisfaction of future demand
in a way that total investment in new equipment and the
expected system operational costs will be minimal.
Nevertheless the changes that the electrical sector is un-
dergoing has created a need for a new infrastructure
and operational methods that increase flexibility [11].
For example, the rise in renewable energy generators in
recent years has made necessary to take into account
flexibility devices in planning studies.
Because the best way to operate this new infrastructure
including MCFS is still uncertain, traditional optimisa-
tion models are no longer adequate to carry out planning
studies.

HYPOTHESIS

Considering that traditional tools are no longer ade-
quate for planning the expansion of the power systems,
this paper proposes the following hypothesis:

The evaluation of a power system which im-
plies service management, requires a tool that
can analyse and compare different configura-
tions using data obtained through simulations
and monitoring.

Configuration is understood to mean the definition of an
infrastructure and its operational system. For this pur-
pose, a tool is proposed to monitor and control multiple
simulated configurations in the same way SCADA does
with real-life systems. As a result, it will be possible
to make comparative evaluations of configurations asso-
ciated with the installation of new devices by applying
a specific operational strategy. Moreover, this will per-
mit comparison with the operation of the real-operation
system.
With the aim of knowing how the MCFS device can
contribute to maximum flexibility, a set of simulations
will be carried out. These basically consist of calculating
the voltage in the nodes and the power flow in the power
lines.
In order to carry out these simulations, software simu-
lators that are specific to this domain such as PSS/E R©
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[12], will be used to model the power systems being
studied. Models consist of parameterised objects rep-
resenting each one of the devices and lines belonging to
the power system. The idea is that these objects will
be reusable for different simulations, which is why it
is necessary to parameterise them. Finally, the model
will be calibrated to insure its performance corresponds
to reality. To this end, data from the real-operation of
the system will be used, which should coincide with the
simulation results.
Once this model is completed, variants of it will be cre-
ated to represent different configurations: the settings
of the MCFS itself, changes in the distribution network,
in generation, in the topology of the grid and the opera-
tion itself. In this case, the main variations in the initial
models will consist of the inclusion of the MCFS in all
its possible variants.
As for the proposed planning tool, there is the possi-
bility of automating the creation of these variants: the
parameters of the objects in the model could be changed
automatically, thus generating new configurations. As
a result, an enormous number of simulations could be
conducted.
In the end, each configuration will be simulated in or-
der to generate information that must be analysed and
compared. This will allow us evaluate the improvement
of flexibility obtained from the MCFS settings, as well
as from its operation in different configurations. It will
enable determining the best possible MCFS settings for
a specific operation strategy and the best planning for
flexibility. Finally, once that MCFS is up and running,
simulations will be compared with the actual operation
of the system.
These simulations will certainly create a huge amount
of data as they must be done for all possible operation
conditions: fluctuations in demand or multiple contin-
gencies that might affect the operation of the system.
Evaluating these configurations, even in a small power
system, requires processing a large amount of data.
Considering an analysis of 200 possible configurations
with only 15 substations and 5 power plants, perform-
ing simulations of a period of 30 days, the result would
exceed 500 gigabytes of data. Moreover, new opera-
tion methods could produce an even greater flow of data
given that there is available data which has not yet been
dealt with.
Dealing with this amount of data requires new software
architecture based in Big Data [13].

BIG DATA ARCHITECTURE

In order for a SCADA to function as a Big Data system,
a set of technologies enable conducting calculations over
huge sets of data. For example, Hadoop [14] or Map-
Reduce [15] are used to carry out batch processing on
large volumes of data taking advantage of their capac-
ity to perform parallel computing. In such cases, this

procedure can take minutes, or even hours.

In normal situations, this type of calculations may be
adequate for evaluating the performance of power sys-
tems. However, there are situations in which it is nec-
essary to make decisions immediately. For instance, in
the operation, it is needed other types of technology that
allow stream processing in real time in order to control
the devices directly and guarantee the grid’s stability.
Technologies that can be used to perform this processing
include Spark[16], Storm[17] and Data Torrent RTS[18].

For this reason, Big Data solutions involve combining
two types of processing; batch and stream, seeking the
advantages that each one offers.

It was precisely with the idea of implementing systems
that combine both methods of processing data that the
Lambda Architecture was created [19]. In concrete, this
paper proposes the application of the Lambda architec-
ture to evaluate the flexibility of power systems.

The Lambda architecture is a type of Event-Driven
Architecture. In these type of architectures [20], an
event is a representation of any significant change de-
tected in an entity or any action performed by an ac-
tor. Event-driven architectures are based in three soft-
ware design patterns: Publisher/Subscriber [21], Event
Sourcing [22] and Command Query Responsibility Sep-
aration (CQRS)[23].

In these types of architectures, all events have a time-
stamp, from which it is possible to generate time series.
This type of representation makes possible to know all
the transitions that provoke an entity to arrive at a con-
crete state. Moreover, it is possible to re-generate them
to make sure the results are correct. These architectures
include the following components:

• Event Bus. It allows publishers to receive generated
events and route them to subscribers, as well as
register them in the Event Store.

• Event Store. This warehouse contains a representa-
tion of what has happened to the relevant entities
in the domain. In order to do this, it is necessary
to define the type of events which it can receive
and the format which each one has. In this way,
a sort of contract is established with the sensors,
which makes it possible to establish not only the
structure of the data, but also its semantics.

• Event Feeders. Sensors and actors generate events
and publish them in a topic, which other applica-
tions that might be interested in this type of event
may subscribe to.

• Event Handlers. Applications which want to re-
ceive the events arriving to the bus may subscribe
to topics. The bus allows the subscribers to define
the flow of events they are interested in, in order to
generate Domain Models.
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• Domain Models. Events are projected and accu-
mulated over models in order to perform queries.
Models can be reconstructed, re-generating the flow
of events again. This allows constructing present,
as well as past states.

Specifically, the Lambda architecture takes into consid-
eration the problems of latency, performance and fail-
over, while it is balancing the processing. In order to do
this, responsibilities are organised into three layers:

1. Batch layer in which a process is conducted in order
to provide pre-computed views.

2. Speed layer in which a processing of event flow in
real time is carried out in order to provide dynamic
views.

3. Serving layer in which views are indexed and
queries are attended to, considering the requisites
of the domain latency.

Figure 1: Lambda Architecture

SOLUTION DESIGN

As we have already stated, the design of the solution is
based in the Lambda architecture and adapted in order
to respond to the challenges faced: evaluating different
configurations in the power system in operation. The
proposed design can be seen in figure 2.
In the same way as SCADA’s on real power systems,
simulations have virtual RTU’s which allow sending data
to the devices in operation, as well as controlling them.
These RTU’s also send the measurements to the control
centre for their processing.
Simulation tools are considered sources of events that
feed the Datalake. That is to say, simulations generate
prospective contexts of the power system. This means
that the data coming out of these simulations must be
treated in the same way than data from the RTU’s in a
real power system.
These measurements will be transformed into events
that will feed both the Datalake (event store) and the

Figure 2: OSMOSE Lambda Architecture

speed layer. The events that arrive at the Datalake in
the batch mode will support the construction of differ-
ent models to be used for evaluation and calculation of
indicators. These models, according to their nature, will
offer analysis capacity that will allow evaluation of the
grid’s performance.

The intention is that the real-life system, as well as the
simulations, will create analysis contexts that will enable
comparing different simulation configurations with each
other or with data from real-life systems.

In any of these contexts, events will not only be stored
in the Datalake to be processed in the batch layer, but
will also be processed in the speed layer by a rule engine.
This rule engine will evaluate if the grid is functioning
correctly and carrying out corrective operations. These
corrective operations could be performed automatically,
in the case of simulations, or function as an alert sys-
tem so that the grid operator can make appropriate de-
cisions. The operation of power systems in real time
should be done in a matter of minutes [9], which re-
quires including a set of rules in the speed layer in order
to analyse the system quickly.

These rules could verify that the corrective measures
applied are functioning correctly, following a cycle of
measurement-decision-action. That is to say, events
that arrive to rule system via the speed layer help in
making decisions; these decisions can lead to the perfor-
mance of a corrective action; the effects of this corrective
action will appear in the following measurements which
arrive to the rule system.

DISCUSSION

The objective of the OSMOSE project consists of design-
ing and evaluating a flexibility solution for the islands of
Lanzarote and Fuerteventura based on a MCFS device.
In order to do this, a SCADA system with an orienta-
tion to Big Data has been proposed. This would allow
integrating data also from simulations to carry out a
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comparative analysis between them.
It should be noted that the proposed architecture re-
spects the existing infrastructure for acquiring data, and
this will reduce the impact of the solution on data sys-
tems already in place. On the other hand, it opens
new gateways with simulation tools for the compila-
tion of data and virtual operations performed in simu-
lations. This is achieved by integrating the simulations
in a SCADA that also allows comparing different con-
figurations. In order to evaluate these configurations,
indicators used by the system operators for service man-
agement are calculated and compared.
The main advantage of this proposal is that it allows
creating a repository of events for planning activities,
both in real-life and simulated systems.
This will be achieved by integrating systems in a
SCADA, which will also allow comparing different con-
figurations. To evaluate these configurations, indicators
used by the system operators managing the services will
be calculated and compared. These indicators will be
used to establish comparisons between the different con-
figurations: reality vs simulation, before the MCFS and
after the MCFS.
It also would led support to evaluate decisions made by
operators. That is to say, the programming and oper-
ation of the system could be evaluated through simula-
tions that operate like a traditional SCADA.
To this end, the tool will allow adjusting operation pro-
cedures, including the possibility of “reversing” events.
Checkpoints could be established, through which differ-
ent decisions could be analysed. This creates the possi-
bility of analysing different operation strategies for the
system. This requirement is important given that it is
necessary to find out how a power system should be op-
erated using an MCFS device.
However, this is not the only advantage of this pro-
posal. It could also function for the operation of the
system, given that it already respects the infrastructure
for acquiring existing data. Moreover, predictive models
implemented in the simulation tools, which function as
data sources, could be included in the operation.
Finally, the availability of time series and operation re-
sults opens the possibility of introducing intelligent op-
eration models based on Machine Learning.

CONCLUSION

In this article we have presented a tool for planning
power systems based on Big Data architecture design
principles. This tool has been designed and developed
in the context of the OSMOSE project, giving support
to the evaluation of different flexibility devices that are
going to be installed. The tool is proposed as a SCADA
that can coexist with other SCADA’s already installed.
The design is based on an event-driven software archi-
tecture: The Lambda architecture, applying different
design principles such as Event Sourcing, CQRS and

Publisher-Subscriber. In the Lambda architecture, data
flow is handled in two streams: one is stored to be pro-
cessed later, the other is processed in real time.
This proposed solution allows processing time-series of
events, in both batch and stream modes. Likewise, the
tool allows analysing different configurations, which cor-
respond with data sent by the RTU’s, as well as data
generated during simulations. Moreover, two configu-
rations associated with the real-life system are created:
before and after the installation of the MCFS.
In this initial phase, this tool is foreseen for use in the
planning the infrastructure, but for later phases we pro-
pose functions that would allow also be permitted in
the real-life operation. That is to say, to be used in the
management of both the infrastructure and the system.
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CANDU, LOCA, uncertainty, RELAP/SCDAPSIM, 
modelling effects. 
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RELAP/SCDAPSIM is a flexible nuclear tool designed to 
describe the thermal hydraulic response and core behaviour 
under normal operating conditions, design basis accidents 
or severe accident conditions. An Integrated Uncertainty 
Package was developed by Innovative Systems Software 
(ISS) jointly with Polytechnic University of Catalunya 
(UPC), and the uncertainty evaluation capability is 
implemented as an alternative run mode, the "uncertainty" 
mode, which allows the automatic execution of an 
uncertainty analysis based on the probabilistic approach. A 
complete uncertainty analysis using 
RELAP/SCDAPSIM/MOD3.4 code requires the execution 
of three related phases, namely the "setup" phase, the 
"simulation" phase consisting of several executions, and the
"post-processing" phase. 

A Large Break Loss Of Coolant Accident (LB-LOCA) is 
defined conventionally for CANada Deuterium Uranium 
(CANDU) reactors as the rupture of a Primary Heat 
Transport System (PHTS) component where the break area 
is larger than twice the cross sectional area of the largest 
feeder pipe. 

This paper will describe the CANDU 6 behaviour during a 
postulated LB-LOCA event with the uncertainties 
considered.  
�
�
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A LB-LOCA in a CANDU is characterized by a break in 
the PHTS which initiates reactor shut down. There is an 
initial period of blowdown as the pressurised coolant vents 
from the system. As the coolant pressure drops, cooling is 
degraded and the fuel undergoes a temperature transient. 
During this period, there is the possibility for the fuel 
assemblies to be damaged and for the fission products to be 
released in the containment. The Emergency Core Cooling 

System (ECCS) plays an important role to the accident 
progression. The initiation of the cold coolant injection by 
the ECCS refloods the reactor core (fuel channels), 
maintaining the fuel assemblies well cooled and termiatig 
the accident. The unavailability of the ECCS could turn into 
a severe accident, with severe core damage. 

The main purpose of this paper is to observe break location 
modelling effects on the relevant parameters of the plant 
during a LB-LOCA accident in a CANDU 6 reactor when 
uncertainties are accounted. 
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Recently, an uncertainty package has been implemented in 
the RELAP/SCDAPSIM thermalhydraulic and safety 
analysis tool. This package performs in an automated way 
the random sampling, multiple code execution, and data 
processing to derive the tolerance limits. For an uncertainty 
analysis with RELAP/SCDAPSIM three phases are 
required (Perez Ferragut 2012), as follows: 

� The "setup" phase generates the total number of 
sampled values, also called "weights", and information 
needed to build the tolerance bounds during the "post-
processing" phase. The weights are used to associate 
uncertainty to code parameters by applying them as 
multipliers to the base values. During this phase the code 
also computes the required number of code runs by using 
the Wilks' formula, or simply uses the value supplied by the 
user; 

� The "simulation" phase consists of the base case 
run in which the simulation is done as if there were no 
uncertainty option available, and the set of uncertainty runs 
which have input and source modifications. Except for the 
base case run, each run of the simulation phase reads its 
corresponding weight file generated by the "setup" phase 
for that run; 

� The "post-processing" phase reads the restart-plot 
files written during the base case and the uncertainty runs 
and generates the rank matrices for the output quantities 
defined in the "post-processing" input file. The rank 
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matrices contain the values for the output parameters sorted 
according to its rank and are used to determine the 
tolerance intervals. The information required in the "post-
processing" input file also includes the simulation runs to 
be used in the generation of the tolerance intervals. 
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The full plant model (as shown in Figure 1) used in this 
analysis is a simple model of the core, containing 4 fuel 
channels (95 fuel channels lumped into a single channel, 
the core power being equally distributed to each channel);
the fuel assemblies along with the pressure tube were 
modelled using RELAP heat structures. The calandria 
vessel, calandria tubes and annular gas between the 
calandria tubes and pressure tubes were not modelled. 

Each fuel channel was divided into 12 axial volumes 
corresponding to the 12 fuel bundles inside it.  

Figure 1: CANDU 6 LB-LOCA model�

The RELAP5 thermal-hydraulic model solves eight field 
equations for eight primary dependent variables. The 
primary dependent variables are pressure (P), phasic 
specific internal energies (Ug, Uf), vapor volume fraction 
(void fraction) (αg), phasic velocities (vg, vf), 
noncondensable quality (Xn), and boron density (ρb). The 
independent variables are time (t) and distance (x). The 
secondary dependent variables used in the equations are 
phasic densities (ρg, ρf), phasic temperatures (Tg, Tf), 
saturation temperature (Ts), and noncondensable mass 
fraction in noncondensable gas phase (Xni). The equations 
are described in the Models and Correlations Code Manual 
(NUREG/CR-5535/Rev 1-Vol IV)

The present model was developed at Politehnica University 
of Bucharest more than 10 years ago (Prisecaru et al. 2005), 
with slight variations up to the present, regarding the 
number of the thermal hydraulic fuel channels describing 
the core (4 to 16 fuel channels), fuel bundles modelling 
(using RELAP heat structures or SCDAP core components) 

in order to better represent the CANDU 6 behaviour under 
different accident condition. 
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The fuel bundle of a CANDU 6 reactor consists of 37 
elements displaced on 3 concentric rings as shown in Figure 
2. Inside the pressure tube 12 fuel bundles are located, the 
axial power distribution following a cosine shape, with the 
maximum in the centre of the channel (bundles 6 and 7), 
and decreasing to the first and last fuel bundle (bundles 1 
and 12 producing less power than the central ones). 

Figure 2: CANDU 6 fuel bundle (core displacement) 

The heat structures in RELAP5 permit the calculation of 
heat across the solid boundaries of the hydrodynamic 
volumes. Heat transfer can be modeled from and/or through 
structures, including fuel pins, steam generator tubes, and 
pipe and vessel walls. One-dimensional heat conduction in 
cylindrical geometry can be represented by the heat 
structures in RELAP5. Surface multipliers are used to 
convert the unit surface of the one-dimensional calculation 
to the actual surface of the heat structure. Thermal 
conductivities and volumetric heat capacities as functions 
of temperature are described using tables in the input file. 

Finite differences are used to advance the heat conduction 
solutions. Each mesh interval contain a mesh spacing, and a
different material.  

Symmetrical or insulated boundary conditions can also be 
simulated. For heat structure surfaces connected to 
hydrodynamic volumes, a heat transfer package containing 
correlations for convective, nucleate boiling, transition 
boiling, and film heat transfer from the wall-to-water and 
reverse transfer from water-to-wall is provided.  

It is assumed in one-dimensional heat conduction that the 
temperature distribution in the axial or radial direction is 
the same throughout the structure being modeled and that 
the linear heat flow is negligible. The equation governing 
one dimensional heat conduction for a cylindrical geometry 
is: 
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where T is the temperature, t is the time, r is the radius, S is 
the internal heat source, ρCp is the volumetric heat 
capacity, and k is the thermal conductivity. 
 
In order to model a heat structure in RELAP5, a mesh is set 
up beginning at the left boundary of the structure being 
modeled and continuing to the right boundary. The mesh 
point spacing (Figure 3) is taken as positive as x or r 
increases from left to right. Mesh points must be placed on 
the external boundaries of the structure unless a 
symmetrical or adiabatic boundary condition is to be used. 
Mesh points may also be placed at any desired intervals 
within the structure and should be placed at the interfaces 
between the different materials. The spacing of the mesh 
points may vary from material to material and may vary 
within the material as the user desires. 
 

 
Figure 3: Mesh point layout 

 
The RELAP5 gap conductance model accounts for the first-
order effects of material deformations under normal reactor 
operating conditions and most postulated LOCA conditions. 
The model considers, among other things, the thermal 
expansion of the fuel and the cladding, and the elastic 
deformation of cladding under the differential pressure 
between the gas internal to the gap and the fluid outside the 
cladding. 
 
The 37 fuel pins of the fuel bundle are combined into a 
single fuel pin heat structure maintaining the surface area, 
mass and equivalent heated perimeter. The fuel pin is 
radially discretized in 5 regions/intervals simulating the 
different layers (3 intervals for the fuel, 1 interval for the 
gap, and 1 interval for the cladding) as shown in Figure 4. 

 
 

Figure 4: RELAP5 heat structure for the fuel bundle 
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The break is modelled using a connecting trip valve which 
opens at the specified time from the beginning of the 
analysis. 
�
Valves are quasi-steady models that are used either to 
specify an option in a system model or to simulate control 
mechanisms in a hydrodynamic system. The operation of a 
trip valve is solely dependent on the trip selected. With an 
appropriate trip, an abrupt full opening or full closing of the 
valve will occur. A latch option is also included for latching 
the valve in the open or closed position. The model for this 
type of valve does not include valve inertia or momentum 
effects. If the valve is used as a junction with an abrupt area 
change, then the abrupt area change model is used to 
calculate kinetic loss factors when the valve is open. 
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The main assumptions used in this study are: 
 
- All heat transport pumps are assumed available until 
tripped by protective system; 
- Pressurizer is connected prior loop isolation. 
- The D2O feed and bleed system is modeled and is 
assumed to be available according to normal inventory 
control logic; 
- Emergency core coolant injection is available; 
- Feedwater control valve is available in order to control the 
steam generator level. 
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In the setup phase of the uncertainty analysis, the input file 
is prepared, according to the specifications from the manual 
(Perez-Ferragut 2015). The code uses the Wilks' formula to 
compute the required number of uncertainty runs given the: 
- Percentile (<1) or coverage of the tolerance limit. 
- Confidence level (<1). 
- Order for Wilks' formula application (1, 2 . . . ). 
 
For this paper Wilks` formula of the 2nd order was used to 
derive the estimations of the 5th and 95th percentile with a 
0.95 confidence level of the maximum cladding 
temperature reached during the break. 
 
A total of 30 parameters (28 parameters were considered 
before in a previouse analysis performed by Dupleac et. al 
2011, with two additional parameters presented in Table 1) 
were selected for the uncertainty analysis. They cover 
initial and boundary conditions, pressure drops, material 
properties and heat transfer correlations including critical 
heat flux. 
 
The table providing the phenomena, the associated code 
parameter, the Probabilistic Distribution Function (PDF) 
type to describe the uncertainty and additional comments to 
clarify how the uncertainty was applied. The intial 
parameters were classified as “input treatable parameters” 
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and “source correlation parameters” depending upon their 
modification can be done from the regular input file or need 
for a source modification. The information required by the 
code for the first type is the input card and word number 
holding the base case value of the parameter, while the 
latter type requires the specification of a code given name 
that identifies the correlation coefficient to be modified. 
The uncertainty of the parameters was determined 
according to code documentation (NUREG/CR-5535/Rev 
1-Vol IV), phase 5 of BEMUSE programme (Reventos et 
al.), plant instrumentation information, and expert judgment 
when no related information could be found. 

Table 1: Additional uncertainty parameters 
�
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# Phenomena Parameter Distribution Comments
1 LOCA 

signal
Pressure in 
the 
RIH425

ND Multiplier 
applied to 
the 
pressure 
signal

2 ECC 
injection

Accumulat
or water 
volume

UD Multiplier 
applied to 
the water 
volume 

According to Wilks’ formula, the execution phase consisted 
in 93 code runs. None of the code runs failed, so all the 93 
code runs could be included in the uncertainty evaluation of 
the maximum cladding temperature. 

According to order statistics theory, the 95/95 unilateral 
tolerance limit is given by rank number 92, i.e. the second 
largest value, and covers the 95th percentile of the output 
quantity with a confidence level of 0.95. On the other hand 
the 5/95 unilateral tolerance limit is given by rank number 
2, i.e. the second smallest value, and covers the 5th 
percentile of the output quantity with a confidence level of 
0.95.  
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A LB LOCA involves a break in the PHTS boundary of 
sufficient magnitude that the Reactor Regulating System 
(RRS) is incapable of maintaining reactivity balance. As the 
pressure tubes and feeder pipes are of relatively small 
diameter this type of LOCA can only happen due to a break 
in the larger headers above the reactor core or at the pump 
suction. Two break locations were considered in the 
analysis: 
� Case A: 35% Reactor Inlet Header (RIH) break  
� Case B: 55% Pump Suction (PS) break 

The initial phase of the accident (0-5 s) is characterised by a 
short power transient, which ends by either a neutron or 
process trip. The main safety concern for this short period 
prior to reactor trip is that the fuel sheath and UO2
temperature could rise and turn into molten material, which 
could potentially cause pressure tube rupture. In turn the 
resulting hot spots in the pressure tube could result in 

localised straining and possible failure of the pressure tube 
(NEA OECD 2009). This safety concern is not met as the 
fuel is cooled by the flow of coolant resulting from the 
blowdown. 

The second phase of the accident (5-30 s) is characterised 
by the blowdown and depressurization of the fuel channel 
prior to ECC injection. Despite the reactor shutdown, fuel 
temperatures may remain high due to the cooling 
degradation, decay heat and oxidation of the fuel sheath. 
The fuel sheath may undergo significant deformation and 
may fail releasing fission products to the fuel channel and 
subsequently to containment.  

The third phase of the accident (30-200 s) is characterised 
by the initiation of ECC. During this period, ECC is being 
injected into the primary heat transport system, but has not 
yet reached sufficient levels to effectively cool the fuel. 
Depressurisation of the heat transport system continues and 
stored heat and decay heat from the fuel is radially removed 
to the moderator through the pressure tube and calandria 
tube. Fuel failures are likely during this stage of the 
accident. 

During the fourth and final phase of the accident (>200 s) 
the injection of ECC has reached a level where it can 
effectively cool the fuel. The heat transport system pumps 
have tripped, refill of the channels in the core proceeds and 
a quasi-steady state is attained. This phase was not 
considered in the analysis. 

Figure 5: Broken loop inventory for 55% PS break 

Figure 6: Broken loop inventory for 35% RIH break 
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Figure 7: Void fraction pass 4 at 55% PS break 

Figure 8: Void fraction pass 4 at 35% RIH break 

Figure 9: Mass flow at the 55% PS break 

Figure 10: Mass flow at the 35% RIH break 

Figure 11: Mass flow in channel 400 at 55% PS break 

Figure 12: Mass flow in channel 400 at 35% RIH break 

Figure 13: Sheath temperature at 55% PS break 

Figure 14: Sheath at 35% RIH break 
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Figure 15: ECC flow at 55% PS break 

Figure 16: ECC flow at 35% RIH break 

Figure 17: RIH 425 pressure 55% PS break 

Figure 18: RIH 425 pressure 35% RIH break 

�	
�����	
��

This analysis was performed in order to determine the 
maximum cladding temperature when two different break 
location were considered when uncertainties were 
accounted. The break sizes are selected based upon the 
prediction of the highest temperatures of the cladding in the 
previous studies. 

The -50-0s period of the analysis is showing the steady 
state analysis for the balance of the plant. The initiating 
event occurs at 0s and consequently the loop inventory 
decreases rapidly (as is shown in Figure 5 and Figure 6) up 
to the point where the ECC starts to inject water in the
PHTS due to a pressure signal, right after this moment the 
loop inventory starts to recover.  

The void fraction of the critical pass never reaches to 1 for 
the 55% PS break (Figure 7), while for 35% RIH break 
reaches the maximum shortly after the initiating event 
(Figure 8) and decreases with the ECC injection.  

Due to the high pressure in the PHTS, once the valve 
modelling the break opens, a very large amount of coolant 
is expulsed to the containment, out of the PHTS boundary, 
but it decreases rapidly due to the depressurization of the 
PHTS (as shown in Figures 17 and 18). After the ECC 
injection reaches the maximum flow, the flow at the break 
decreases significantly. 

The peak cladding temperature for the most affected 
channel (channel 400) reaches 1400K for the 35% RIH 
break, while for the 55% break does not go beyond 1000K. 
The uncertainty analysis showed a 97K difference between 
the base case and the upper limit 95/95, described by rank 
92, which occurs at 12s after the initiating event. Is 
noticeable that the uncertainty band is larger for the 35% 
RIH break considered.

When the pressure in the PHTS falls below the ECC 
injection pressure, ECC injection begins in the broken loop 
(Figure 15 and Figure 16). The uncertainty analysis shows 
that the start moment of the injection could slightly vary for 
the 55% PS break compared to the 35% RIH break. The 
mass flow injected in both cases showed similar trends. 
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ABSTRACT

This paper deals with multi-channel reconfigurable
WSN (RWSN) under time and energy constraints, that
adapts its behavior at run-time to any evolution in
the related environment according to well-defined con-
ditions. A reconfiguration scenario is adding new tasks
and consequently new messages on the medium, remov-
ing other ones or changing their characteristics at run-
time, which can lead the RWSN to violate time and en-
ergy constraints. This highlights the need for a schedul-
ing mechanism of exchanged traffic on multi-channel
RWSN for guaranteeing the system feasibility under
real-time and energy constraints. The proposed mecha-
nism RController achieves significant improvements over
existing methods and provides the highest percentage of
adding messages that can go up to 85% while meeting
deadlines, with a lower average in response time and
energy consumption.

INTRODUCTION

A wireless sensor network (WSN) consists of three main
components: sensor nodes, gateways, and software,
where the main issues in sensor nodes are the limited
source energy which is a battery, and the sensed data
can be periodic and have deadlines Abdul-Salaam et al.
(2016). To overcome these limitations, we need to pro-
vide a mechanism to extend sensor nodes life-time. En-
ergy harvesting is a mechanism used to generate electri-
cal energy from the unused ambient energy, where it is
ideal for applications that need to survive for a longer
time periods . Its techniques include photovoltaic which
is the most appropriate in a lighted environments Fer-
dous et al. (2016). Integrating real-time system and
wireless communication is a non-trivial task, especially
for environmental monitoring applications that require
network performance in terms of reliability and deliver

timely messages, which have strict constrains on the
quality of service (QoS) and energy consumption, where
the messages response time is one of the major QoS pa-
rameters, and these constraints are controlled in a fi-
nite time Respondek (2010). Decent to these strict con-
straints, WSN needs to adapt its behavior to the envi-
ronment according to circumstances at run-time Zhang
et al. (2013). Accurately, a WSN is called reconfig-
urable (RWSN) when any modification touches its sen-
sor nodes. In this paper, we are concerned with real-time
message transmission on multi-channel, where for mes-
sages transmission the system needs to meet real-time
and energy constraints. This highlights the need for an
RWSN scheduling mechanism under system feasibility
in time and energy. The scheduling in multi-channel
RWSN can be divided into two issues: The first is like
a bin packing problem, where messages with different
types must be sent over a finite number of channels,
in the way to maximize the messages percentage and
minimize the used number of channels. The second is-
sue deals with the scheduling of real-time messages on
one channel. By nature, the system is feasible in time
and energy, but after applying reconfiguration scenar-
ios that add new tasks and messages, the system can
become non-feasible in time or in energy. Thus, we
propose a new scheduling mechanism for multi-channel
RWSN (RController) that maintains system feasibility
while adding messages. RController uses linear pro-
gramming for solving this issue. The contribution is
applied to a case study then compared with the existing
methods to present its originality. RController achieves
significant improvement over existing methods and pro-
vides the highest percentage of adding messages under
time and energy constraints that can go up to 85%, with
a lower average in response time and energy consump-
tion. The main original contribution of this paper is to:
i) determine the path that will be used to send messages,
ii) compute the set of channels needed to be active, iii)
find the set of periodic tasks and messages that can be
feasible, iv) divide message WCTTs on multi-channels.
This paper is organized as follows: The first section
summarizes the existing related work. The second sec-
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tion present the formal model. In the third section, we
present the proposed contribution. The fourth section
evaluates the performance of RController. Finally sec-
tion provides concluding remarks andfuture work.

RELATED WORK

Most of the recent research has been carried out guar-
antee QoS of WSN under real-time and energy con-
straints. The work reported in Chipara et al. (2013), the
authors propose a real-time query scheduling (RTQS).
Then as reported in Nasser et al. (2013), the authors
propose a dynamic multi-level priority (DMP) for packet
scheduling simultaneously in WSN according to the first
come first served (FCFS). The work reported in Ghribi
et al. (2018) proposes an energy aware real-time schedul-
ing algorithm. The work reported in Housseyni et al.
(2018) develops a multi-agent architecture for the real-
time scheduling of distributed reconfigurable embedded
systems, which is called EDH. The authors in Wu et al.
(2016) assign the senders and corresponding receivers to
achieve the delay and energy constraints. To the best
of our knowledge no one has considered before real-time
and energy assumptions before sending messages. No
one has proposed a solution to make the non-feasible
system feasible in time and energy. Thus, the proposed
scheduling mechanism RController in this context are
totally original in multi-channel RWSN.

FORMALIZATION MULTI-CHANNEL RWSN

In this section, we give a mathematical representation
of an RWSN under time and energy constraints.

System Overview

In this paper, we consider an RWSN composed of re-
configurable nodes powered by batteries and capable of
performing energy harvesting. We denote by M the set
of messages that are planned to be transmitted, and by
Paths the set of paths that will be used to send messages
from a source node to a sink node. We assume that each
path P ∈ Paths is a set of mediums (or radio interfaces)
that allow simultaneous parallel transmissions over a set
of channels C. We denote by CB(t) the residual battery
capacity at time t, Ptx (resp. Prx and Pidle) the power
consumption in transmission (resp. in reception and idle
mode), Ttx (resp. Trx and Tidle) the transmission (resp.
reception and idle) time, Mj

s the messages that will be
transmitted over channel cj , mi ∈ M,i = 1..|M| the
new message which will be added to the system, ri the
arrival time, Ti the period, Di the deadline, WCTT i,j

the worst case transmission time, WCECi,j the worst
case energy consumption.

Time Feasibility

Checking system feasibility is verified by considering the
scheduling of real-time messages that is done accord-
ing to the earliest deadline first (EDF). Thus, the total
channel utilization Uj is not more than 100% . The
system is time-feasible when sending messages Mj

s over
channel cj if they are sent without exceeding their dead-
lines at each period. Thus, the total channel utilization
with EDF is given by Stankovic et al. (2012)

Uj =

|Mj
s|∑

i=1

WCTT i,j

Ti
≤ 1 (1)

Energy Feasibility

Energy Harvesting Model
Sensor node is able to work on energy harvesting which
is collected from a photovoltaic (PV) power source. The
output power generated from PV at time t referred to as
PPV (t) is given in Lee (2011), and by assuming that the
energy is harvested uniformly over a time interval, the
amount of energy harvesting EH([t1, t2]) in time interval
[t1, t2] can be given by

EH([t1, t2]) =

∫ t2

t=t1

PPV (t)dt (2)

Energy Consumption Model
In this section, we focus on the consumed energy during
communication, which is equal to the sum of the con-
sumed energy by the radio of a node in the following
modes: transmission, reception, and idle as reported in
Kurt et al. (2017). Therefore, the consumed energy in
communication by a channel cj over a period of time
[t1, t2] is given by the following formula 3, where �t is
the length of [t1, t2].

Ej([t1, t2]) =

|Mj
s|∑

i=1

(PtxWCTT i,j + PrxTrx + PidleTidle)
�t

Ti

(3)
As consequence, the system is feasible in energy in the
interval [t1, t2] if

|C|∑
j=1

Ej([t1, t2]) < CB(t1) + EH([t1, t2]) (4)

RController: SCHEDULING IN MULTI-
CHANNEL RWSN

The arrival of new messages can make the system non-
feasible in time or energy, thus we propose a new
scheduling mechanism for multi-channel RWSN called
RController (reconfigurable controller), for maintaining
system feasibility while adding messages over the whole
path. The main idea behind RController is to make the
system feasible in time and energy allowing all messages
to meet their deadline, by selecting messages which will
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be added on the medium and determining if each mes-
sage will be sent on one channel, will be divided its
WCTT and send it on multiple channels, or will be ig-
nored. This procedure is done in each period of time,
and it is called reconfiguration time period. When nodes
sense an event, and before sending the information mes-
sage, they send an alert to the sink node by single or
multi-hop routing. This alert contains the size and pe-
riod of the message. If the sink node receives these
alerts in the reconfiguration time period, then it will
call RController to discover which paths will be used
by the source nodes. These paths are chosen once the
system feasibility in time and energy is verified. These
chosen paths will be broadcasted as a reconfigurable ma-
trix. then messages will be scheduled according to EDF
algorithm. Otherwise, if the alerts have arrived out-
side the reconfiguration time period, then they will be
processed later due to security reasons. RController is
applied by using linear programming, where each mes-
sage mi has a coefficient αi,j (rounded to 10−x, where
x is defined based on mi) which mention that this mes-
sage will be sent over channel cj or not, and according
to which method it will be sent, as following⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Maximize

|M|∑
i=1

|C|∑
j=1

αi,j (8.1)

Subject to ∃P ∈ Paths, ∀C ∈ P, ∀cj ∈ C :

Uj =

|M|∑
i=1

αi,jWCTT i,j

Ti
≤ 1 (8.2)

Ej([t1, t2]) < CB(t1) + EH([t1, t2])

(8.3)

∀mi ∈ MC
s ,

|C|∑
j=1

αi,j = 1 (8.4)

∀mi ∈ M, 0 ≤ αi,j ≤ 1 (8.5)

(5)
Where, the objective function is to minimize channels
number and to maximize the number of messages added
over them as coming in Eq.8.1. Minimizing channels
number means maximizing the sum of αi,j over channels
set C , then maximizing messages number means maxi-
mizing the sum of αi,j for each message mi ∈ M . Thus,
the objective function is the sum of the sum of αi,j . Also
it is subject to linear constraints: i) system feasibility
must be maintained in time (see Eq.8.2), where RCon-
troller has to choose the value of αi,j which allows to add
message mi over channel cj , ii) system feasibility must
be maintained in energy as coming in Eq.8.3, where the
consumed energy by each channel must satisfy this equa-
tion, iii) for each added message mi the sum of αi,j over
the set of channels C must equals to 1 (see Eq.8.4),
which means that mi will be sent over these channels
according to αi,j , iv) for each αi,j its value must be
between one and zero as coming in Eq.8.5, where each
value has a signification: if the value of αi,j is equal

to one, then message mi will be sent over one channel
which is cj . Else, if it is between zero and one, then
the message will be sent over multiple channels, where
the WCTT of this message will be multiplied by αi,j

for each channel cj (i.e., αi,jWCTTi,j). Otherwise, the
message mi will be ignored, as following

∀mi ∈ M, ∀cj ∈ C, αi,j

⎧⎪⎨
⎪⎩
1 one channel

0 < αi,j < 1 multi-channel

else ignored

(6)

EXPERIMENTATION

Case Study

We consider an RWSN where its system is initially fea-
sible, then after adding a set of messages (see Table 1),
the system will be non-feasible. Thus we run a set of
reconfiguration scenarios to add messages and maintain
system feasibility, as follows
Table 1: An example for the addition of a set of mes-
sages.

mi ri WCTTi Ti mi ri WCTTi Ti

0 0 70 300 1 0 80 100
2 0 40 200 3 0 60 600
4 0 50 350 5 0 40 550
6 0 60 100 7 0 50 200
8 0 80 200 9 0 70 300
10 0 80 100 11 0 40 200
12 0 60 600 13 0 50 350
14 0 40 550 15 0 60 100
16 0 50 200 17 0 80 200
18 0 70 300 19 0 80 100
20 0 40 200 21 0 60 600
22 0 50 350 23 0 40 550
24 0 60 100 25 0 50 200
26 0 80 200 27 0 70 300
28 0 80 100 29 0 40 200
30 0 60 600 31 0 50 350
32 0 40 550 33 0 60 100
34 0 50 200 35 0 80 200

The sequence of reconfiguration scenarios and applica-
tion of the proposed model in the medium 1:
- Initial messages in: channel1: M1 = {18, 23, 27, 32},
channel2: M2 = {}, channel3: M3 = {}
- Initial channel utilization: U1 = 0.612, U2 = 0, U3 = 0
- After using RController, the messages set in:
channel1: M1 = {14, 18, 22, 23, 27, 31, 32}, channel2:
M2 = {5, 7, 9, 12, 13, 25}, channel3: M3 =
{0, 2, 3, 4, 11, 25}
- Channel utilization: U1 = 0.97, U2 = 1, U3 = 0.93
- Interpretations: The system is feasible in time and
in energy for sending {m14, m22, m31} over Channel1,
so they are added without any reconfiguration. Then
for {m0,m2,m3,m4,m5,m7, m9, m11, m12, m13} the
system will be feasible after enabling new channels
Channel2 and Channel3 for sending these messages.
Although, the system is not feasible in time or in en-
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ergy for sending the other messages, message m25 will
be sent over both channels Channel2 and Channel3 by
dividing its WCTT , where 80% of its WCTT will be
passed over Channel2 and 20% over Channel3.
The sequence of reconfiguration scenarios and applica-
tion of the proposed model in the medium 2:
- Initial messages in: channel1: M4 = {}, channel2:
M5 = {}, channel3: M6 = {18, 21, 32}
- Initial channel utilization: U4 = 0, U5 = 0, U6 = 0.406
- After using RController, the messages set
in: channel1: M4 = {5, 7, 9, 12, 13, 14, 25},
channel2: M5 = {0, 2, 3, 4, 11, 25}, channel3:
M6 = {18, 21, 22, 23, 27, 31, 32}
- Channel utilization: U4 = 1, U5 = 0.999, U6 = 0.998
- Interpretations: The system is feasible in time and en-
ergy for sending {m22, m23, m27, m31} over Channel6,
so they are added without any reconfiguration. Then for
the other messages, there are which can be added after
enabling channels Channel4 and Channel5. Although,
message m25 can be sent over both channels Channel4
and Channel5 by dividing its WCTT , where 51% of
its WCTT will be passed over Channel4 and 49% over
Channel5.
The sequence of reconfiguration scenarios and applica-
tion of the proposed model in the medium 3:
- Initial messages in: channel1: M7 = {16}, M8 = {},
M9 = {34}
- Initial channel utilization: U7 = 0.25, U8 = 0, U9 =
0.25
- After using RController, the messages set in:
channel1: M7 = {5, 9, 12, 14, 16, 25}, channel2: M8 =
{0, 2, 3, 4, 7}, channel3: M9 = {11, 13, 22, 31, 34}
- Channel utilization: U7 = 0.979, U8 = 0.926, U9 =
0.879
- Interpretations: The system is feasible in time and
energy for sending {m11, m13, m22, m31, m25} over
Channel9 and {m5, m9, m12, m14} over Channel7, then
after enabling Channel8 the system will be feasible to
send {m0, m2, m3, m4, m7} over it, and the other mes-
sages will be ignored due to system feasibility.
In this simple case study the percentage of added mes-
sages on a path with three mediums is 58.33%.

Simulation and Evaluation

In order to evaluate the impact of RController on dead-
line success, we measure the percentage of successfully
added messages, i.e., those messages that have been
added while ensuring that the system is feasible in time
and energy. For the simulation, we use 300 random
messages. Fig. 1 shows the added messages and the
corresponding channels number used to send these mes-
sages on each medium after using RController (we plot
only the first fifteen messages in this figure). As shown
in Fig.1, the messages {m1, m3, m9, m10, m12, m13,
m14} will be sent over one channel in each medium in
a path, and the message m5 will be sent over one chan-

Figure 1: Number of channels used by each message on
each medium.

Figure 2: Percentage of messages sent based on channels
number.

nel for the first three mediums in the path, then it will
be divided into two channels for the last three medi-
ums in the same path, the same for the message m7,
where it will be divided into three channels for the first
three mediums, then it will be sent over two channels for
the next three mediums in the same path. The remain-
ing messages will be ignored. To evaluate the effect of
varying the number of available channels on the perfor-
mance of the considered strategy, the Fig. 2 shows that
RController achieves the highest addition success rate
than EDH and DMP, where the percentage of messages
added is up to 85% when we use six channels compared
to EDH and DMP which is between 30% and 40%. To
evaluate the effect of varying the number of channels
on the response time, Fig.3 shows that RController pro-
vides the lowest average response time than EDH when
the number of used channels between two and five, and
DMP provides the highest average in response time than
both RController and EDH. To evaluate the effect of
varying channels number on the consumed energy of
the considered strategies, Fig. 4 shows that RController
achieves the lowest average in consumed energy than
EDH and DMP when the number of used channels is
between two and four. These experiments show that sig-
nificant improvements can be obtained when the RWSN
uses RController on multi-channel compared with the
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Figure 3: Average response time based on channels num-
ber.

Figure 4: Average energy consumption based on chan-
nels number.

existing methods. It achieves the highest percentage of
messages added with a lower response time and energy
consumption.

CONCLUSION

In this paper, we develop a new scheduling mechanism
for multi-channel RWSN (RController) to send messages
reliably and timely with lower average in energy con-
sumption and response time, where RController makes
sure that the system is time-feasible and energy-feasible
to send messages. Our conducted experiment shows that
RController achieves significant improvements, since it
has the highest percentage of successfully added mes-
sages that can go up to 85% while meeting deadlines
with a lower average in response time and energy con-
sumption. As a future work, we plan to extend the pro-
posed approach to heterogeneous real-time RWSN with
an advanced network topology and develop a distributed
scheduling in those reconfigurations.
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There is proposed an approach to increase the efficiency of
IT infrastructure of Internet based intermediary services 
provider. The model of infrastructural return is based on 
formalization of products and facilities in the form of 
interrelated services that require single or multiple actions 
of certain costs. Implementation of these services based on 
the considered digital platform is presented in the form of a 
network that contains the objects of IT infrastructure, 
service providers and providing services interlinked by the 
relations of infrastructural supply and implementation. 
Using this model there is formalized an effect of services 
emission that describes the process of generation of new 
services. Analysis of the software platform efficiency is 
based on calculation of its implementation costs correlated 
with the income generated by the provided services. The 
proposed model was used in practice as a part of Internet 
based virtual intermediary operator, that provides digital 
services in transportation logistics. 
�
�
��	�����	
�
�
Modern trends of software development involve developing 
Internet based platforms open for suppliers and buyers of 
digital services. These platforms provide information for 
both parties and thus help them to find the best option of 
cooperation that meets all the requirements. For example, 
such services are popular in transportation logistics and taxi 
industry: a company with no own resources starts playing a 
mediator role by matching service providers and customers 
and generating benefits from data management and 
optimization. From this perspective there can be stated a 
new problem of software development for an intermediary 
service provider capable of permanent attracting the user’s 
interest and generating sustainable profit under that 
changing conditions. In this paper there is proposed a
formal model and solution for this problem based on multi-
agent technology.
�
������	����������

The concept and implementation of Intermediary service 
provider was presented in (Ivaschenko 2017). Most 

prominent results were achieved in transportation and 
service industry in the form of 5PL (Fifth Party Logistics) 
solution (Ivaschenko 2014) used by transportation 
companies to provide the best services for retail business. 
5PL platform is open for transportation companies and even 
drivers and helps them negotiate with customers in 
integrated information space. 5PL provider owns no 
transportation resources itself but makes available a special 
service able to link suppliers and buyers. This service is 
based on the IT infrastructure, which plays the general role 
in 5PL business. 

The challenges of development of Internet software 
solutions that act a mediator role are explored in (Hickson 
2008, Machiraju 2002). In these papers intermediary layers 
of Internet services are being considered from technical 
prospective exploring various architectures of an overlay for 
federated service management, or web services management 
network. This concept relies on a network of 
communicating service intermediaries, each such 
intermediary being a proxy positioned between the service
and the outside world. 

Multi-agent technology (Gorodetskii 2012, Wooldridge 
2002) is one of the successfully proven approaches that can 
be used for modeling and simulation of complex systems 
with high uncertainty, independent behavior of involved 
parties and self-organization. Since the users of 
intermediary service provider are autonomous entities 
driven by individual economic interests, multi-agent models 
can become effective to simulate possible negotiations and 
forecast beneficial market strategies. 

Modern online web services provide functionality capable to 
track all the events that characterize the processes of 
Internet users’ interaction and thus determine and study the 
basic trends of social and economic systems evolution. 
Recent studies in this area (Kadushin 2012, One Internet 
2016, Wei 2016) propose several relevant models that can 
be used to describe the principles of Internet users’ activity 
and utilize them in various problem domains including e.g. 
targeted online advertising and social research. 

�����	����	���
�������������������
�

Based on analysis of organizational and technological 
aspects of Intermediary service provider implementation 
there is proposed an original model of infrastructural return. 
Let us designate by si a certain digital service that 
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consumers uk can use. The facts of consumption of the 
service will be denoted in the form of events: 

ei,j,k = ei,j,k (si, uk, ci,j,k, {c�i,j,k,l}, ti,j,k), (1)

where, ti,j,k is the time of occurrence of the event, j is the 
index of circulation for consumption, ci,j,k represents the cost 
of the service for the end user at the time ti,j,k, {c�i,j,k,l} is a 
general estimate of the service costs, including the costs of 
building of its infrastructure, depreciation, insurance, 
production, administrative and commercial expenses, 
interest on loans, income taxes, etc..

Each service for its implementation requires one or more 
providers dn and appropriate software IT infrastructure. 
Within the framework of the IT infrastructure used, there 
are utilized corresponding objects hm with specific costs vm

and availability period ��*m. 

The events of putting IT infrastructure facilities into 
operation will be denoted by a Boolean function: 

qm = qm (hm, vm, {v�m,l}, ��*m) = {0,1}, (2)

where {v�m,l} presents the costs of an object hm development 
and maintenance. 

Therefore, implementation of digital services within an 
Intermediary service provider can be presented in the form 
of a graph linking IT infrastructure objects, service 
providers and produced services on the top, with each other 
using corresponding relationships of services infrastructural
support bi,m (si, hm), emission (the receipt of a new service 
based on the existing ones), and execution.

Using the introduced definitions, it is possible to determine 
the cost of the IT infrastructure of the Intermediary service 
provider and the costs of its operating over a period 
��n = (t�n, t�n + �t�n), n = 1..N: 
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These indicators can be used to estimate net present value: 
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where I is the discount rate, ��n is the annual period, V(��0)
is the investment expenditure for the initial implementation 
of IT infrastructure. 

The main difference between a digital platform and 
conventional IT solutions for Intermediary service operator 
lies in the possibility of providing new services not covered 
for by the original specification. This happens by the 
appearance of new types of services by combining existing 
ones using available suppliers and infrastructure. 
This feature can be described by the effect of services 
emission, when a subset of existing services and their 
purchase events lead to the emergence of new services using 
the same IT infrastructure. Therefore, one should strive to 
generate services emission and maximize secondary services 
when building an IT infrastructure of a digital platform.
This will help to increase NPV by a value of infrastructural 
return: 
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With the accumulation of enough services, they can be 
combined and supplemented, generating new services that 
do not require additional resources. New services appear 
under the influence of their users' activity. For example, in 
the case of frequent and regular sharing of two or more 
services by different users, they can be combined as a 
complex service. Thus, the issue of services is supported, 
supported by consumption and arising in addition to the 
costs incurred. 

�����-���
���	����	
�
�
Modeling and simulation of services emission powered by 
the described above effect of infrastructural return can 
improve the quality of intermediary service provider. This 
solution can be described and implemented using a multi-
agent architecture described by Fig. 1. This solution is made 
by analogy to multi-agent platforms developed to study 
social media (Ivaschenko 2018). The main idea is to 
describe a set of concepts for each actor (service provider or 
customer) including <focus, context, and overlay context> 
and use it for approximation of its behavior. Focus is used to 
represent the current interest of Internet platform users. 
Context is used to formalize informational space in which 
the agent performs its negotiating activity.
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Figure 1: Multi-agent Solution 
 
To modify the focus and attract the actor’s interest to 
specific services there can be automatically generated an 
additional “overlay context” in the form of hints or 
notifications. The context of the agents contains services 
that have been successfully used in past representing the 
agents’ experience. 
 
Using this data, a Mediator agent can generate new services 
using the same IT infrastructure. These services should be 
included into the focus of actor agents to stimulate 
consumption and thus support the emission. Changes of 
actor’s focus represent the evolution of their interest and can 
be used to simulate and analyze the directions of possible 
Intermediary service provider improvements. Behavior of 
each actor can be determined by a combination of several 
concurrent interests, nevertheless all of them will be 
reflected in corresponding focus changes. 
 
Context changes are correlated with the actor’s focus 
modification. The focus cannot be considerably new to 
provide positive perception, and at the same time it is not 
equal to the context to be able to excite interest. 
Identification of the context and focus for the agents of 
services providers and customers and additional overlay 
context on their basis is proposed to use to manage their 
interest by generating and advertising of new services using 
existing resources of IT infrastructure.  
 
��
����
����	
���������
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Implementation of the Intermediary service provider based 
on the proposed multi-agent model is presented in Fig. 2. In 
addition to the service provider itself and corresponding IT 
infrastructure (including computers, applications and online 
Web services) it is proposed to introduce a control unit 
capable of monitoring, simulation and management. This 
unit can capture and track the data of platform popularity 
and use, analyze the efficiency of IT infrastructure 
utilization and promptly recommend new features that need 
to be implemented to remain in-demand. Such an approach 
allows improving the quality of Internet based systems 
software development and testing for virtual intermediary 
operators in service industry at the stages of investment and 
evaluation of the projects in digital economics. Specific 

features of such solutions are concerned with virtualization 
of services in digital social and economic systems. 
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Figure 2: Implementation Architecture 

 
Fig. 3. presents the difference between regularly provided 
services consumption with (lower curve) and without (upper 
curve) services emission. Here is demonstrated the 
dependency of cost (money equivalent) to time. There are 
generated up to 100 services daily consumption events with 
the possible emission of 10 new proposals. 
New services do not require any additional software 
infrastructure. 

 

 
 

Figure 3: Simulation Results 
 
�	
�����	
�
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In this paper there is proposed a multi-agent model of 
infrastructural return for an Intermediary service provider. 
The proposed model allows improving the coordination of 
virtual benefits of digital economics and its software 
development expenses. Analysis of the software platform 
efficiency is based on calculation of its implementation costs 
correlated with the income generated by the provided 
services. The proposed model can be recommended to be 
used in practice as a part of Internet based virtual 
intermediary operator, that provides digital services. 
�
������
����
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ABSTRACT

In this paper a numerical stochastic model of the joint non-
stationary time-series of the air temperature and atmospheric 
pressure is proposed. The model is based on an assumption 
that real weather processes are periodically correlated 
random processes with a period equal to 1 day. This 
assumption takes into account the diurnal variation of real 
meteorological processes, defined by the day/night 
alternation. The input parameters of the model (one-
dimensional distributions of the air temperature and 
atmospheric pressure and the correlation structure of the joint 
time-series) are determined from the data of long-term real 
observations at weather stations. 

INRTODUCTION

The study of properties of atmospheric processes involving 
adverse weather conditions (for example, long-term heavy 
precipitation, dry hot wind, unfavorable combination of low 
temperature and high relative humidity, long periods of high 
temperature, precipitation absence and strong wind that 
foster a spread of wildland fires, etc.) is of great scientific 
and practical importance. Results of this study are crucial for 
solution of some problems in agroclimatology, structural 
engineering, planning of heating and conditioning systems 
and in many other applied areas (see, for example, Araya and
Kisekka 2017, Ballesteros-Pérez et al. 2015, Cardil et al. 
2013, Pall et al. 2013).
In the design of heating, ventilation and air conditioning 
systems, climatic characteristics of air temperature and 
relative humidity are used, which are contained in regulation 
documents. It is known, however that the available 
information gives a very rough idea of the peculiarities of the 
temperature-humidity combination in a particular locality and 
does not correspond to the current trend of energy saving. 
The problem becomes particularly relevant in connection 
with the ongoing climate changes, which show growing 
demands for energy consumption in the summer season. For 
the optimal functioning of air conditioning systems, it is 
desirable to have an idea of the detailed characteristics of 
changes and variability in the atmospheric air indices, for 

example, such an index as the enthalpy of moist air 
(Khomutskiy 2017). The enthalpy of moist air is a non-linear
function of atmospheric pressure, air temperature and relative 
humidity. It is possible to study some statistical properties of 
the enthalpy on the basis of real observation data collected at 
weather stations. But, unfortunately, there are extremely few 
real data for obtaining stable statistical characteristics of rare 
/ extreme behavior of the enthalpy. Moreover, the behavior
of these characteristics is influenced by climatic changes, and 
hence it is not always possible to obtain reliable estimates 
only from observation data. In this regard, it is necessary to 
construct a stochastic model of the joint time-series of 
atmospheric pressure, air temperature and relative humidity 
that reproduces accurately the main properties of the real 
weather processes, and then to study properties of the 
enthalpy on a basis of simulated trajectories. If the model is a 
parametric one, it is possibly to vary parameters of the model 
(for example, average temperature, correlations between 
pressure and humidity, etc.) and study dependence of the 
enthalpy on these parameters. This is a typical approach to 
study of rare / extreme weather events and interdependence 
of weather processes (see, for example, Ailliot 2015, 
Evstafieva et al. 2005, Kargapolova 2017, Kleiber 2013, 
Ogorodnikov 2013, Semenov 2002).
The first step of such model construction is presented in 
(Kargapolova et al. 2018). In that paper an algorithm for 
simulation of the joint time-series of air temperature and 
relative humidity is presented. In this paper the second step 
of construction of a stochastic model of the enthalpy time-
series is presented. A numerical stochastic model of the joint 
non-stationary time-series of the air temperature and 
atmospheric pressure is proposed. The model is based on an 
assumption that real weather processes are periodically 
correlated random processes with a period equal to 1 day. 
This assumption takes into account the diurnal variation of 
real meteorological processes, defined by the day/night 
alternation. The input parameters of the model (one-
dimensional distributions of the air temperature and 
atmospheric pressure and the correlation structure of the joint 
time-series) are determined from the data of long-term real 
observations at weather stations.

REAL DATA

To study statistical properties of real weather processes and 
to define parameters of a stochastic model real data collected 
at weather stations 8 times per day (i.e. every 3 hours) during 
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23 years from 1993 to 2015 were used. The model proposed 
in this paper was validated on a basis of real data from 
weather stations located in different climatic zones (for 
example, subtropical zone, temperate continental zone, polar 
zone, etc.). Although all examples in the article are given 
only for stations in the cities of Sochi (subtropical zone) and 
Tomsk (continental-cyclonic zone), all conclusions are valid 
for all considered weather stations.
The most noticeable feature of the time-series of the air 
temperature and atmospheric pressure at short time-intervals 
(week-, decadelong intervals) is the diurnal variation, defined 
by the day/night alternation. It is shown in (Kargapolova 
2018) that air temperature time-series on such time intervals 
could be considered as periodically correlated random 
processes with a period equal to 24 hours. The same is valid 
for the time-series of atmospheric pressure. Recall that a
random process � �X t  is a periodically correlated process 
with a period T if its mathematical expectation, variance and 
correlation function are periodic functions (Dragan et al. 
1987):

� � � � � � � �
� � � �� � � � � �� �1 2 1 2

, ,

, , .

EX t EX t T DX t DX t T

corr X t X t corr X t T X t T

� � � �

� � �

Fig. 1 and Fig. 2 represent mean values and variance of air 
temperature and atmospheric pressure estimated on the real 
data under assumption that time-series are periodically 
correlated on a 10-days time-interval.

Figure 1: Mean Values (oC) and Variance of Air 
Temperature as Functions of Time. Tomsk, March

Figure 2: Mean Values (MPa) and Variance of Atmospheric 
Pressure as Functions of Time. Tomsk, March

It should be noted that on long time intervals (like month-,
season-, yearlong intervals) mean values and variance of both 

weather elements still oscillate, but influence of a seasonal 
variation doesn’t let to consider these statistical functions as 
periodic ones.

MODEL INPUT PARAMETERS

Let consider joint meteorological time-series 
� �1 2 8T ,T , ,T�

Let c
�T� �8T8dT of air temperature and 

� �2 8H H , ,H�

� 1T1�T

�H� �8H dH of atmospheric pressure as
periodically correlated discrete-time random processes with a 
period 8�T , where Ti and iP are air temperature and 
atmospheric pressure at a measurement number i (“at a time 
moment i ” ) respectively, d is a number of days (it is a 
length of the selected time-interval). 
One-dimensional distributions and a correlation structure of 
the joint time-series of air temperature and atmospheric 
pressure are used as the model input parameters.
To construct a stochastic model, the use of sample one-
dimensional distributions is not advisable, since the sample 
distributions do not have any tails, and therefore do not allow 
one to estimate the probability of occurrence of extreme 
values of meteorological elements. In this connection it is 
necessary to approximate the sample distributions densities
by some analytic densities, which, on the one hand, do not 
greatly alter the form of a sample distribution and its 
moments, and on the other – possess tails.
Numerical experiments show that mixtures 
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of 2 Gaussian distributions closely approximate sample 
histograms � �ks x of air temperature for all measurements 

1,8�k (and, therefore, for all moments 1,2, ,8� ,8i d ) at all
the considered weather stations. Parameters 

2 2
1 1 2 2, , , ,k k k k ka b a b� were chosen using an algorithm, 

proposed in (Marchenko and Minakova 1980). This 
algorithm let to choose such parameters of a mixture � �kg x

(and corresponding CDF � �kG x ) that mathematical 
expectation, variance and skewness of a random variable 
with a density � �kg x are equal to corresponding sample 

characteristics and function � �kg x minimizes the Pearson’s 

functional, that describes difference between � �ks x and 

� �kg x . For each k sample mathematical expectation, 

variance and skewness were estimated on a basis of 23d -
element sample. The numerical experiments show that the 
coefficients of excess kurtosis of the approximating densities
are close to sample ones.
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It’s much more difficult to approximate histograms of 
atmospheric pressure. The problem is that type of 
distribution of this weather element varies greatly from one 
weather station to another. At some weather stations, the 
distribution is unimodal, on other ones – it is bimodal. The 
skewness and excess kurtosis vary also over a wide range. 
For most of the considered weather stations practically same 
quality of approximation is achieved by approximating of the 
sample distributions with the mixtures of 2 Gamma-
distributions and with the mixtures of 2 truncated to � �0,��
Gaussian distributions. For these stations to simplify the 
simulation mixtures of 2 truncated Gaussian distributions 
were used. Parameters of these mixtures were chosen on a 
basis of the EM algorithm (see, for example, Dempster et al.
1977). For the weather stations located in the subarctic zone, 
both mentioned families of distributions give unacceptable 
quality of approximation. For these stations relatively good 
quality of approximation is achieved by the F-distribution. 
Let � � , 1,8�kb x k denote a pdf of atmospheric pressure 

(either the mixture of 2 truncated to � �0,�� Gaussian 

distributions or the F-distributions) and � � , 1,8kB x k � are 
corresponding CDFs.
For simulation of the joint time-series sample correlation 
matrices were used. Analysis of real data shows that for all 
meteorological stations and time-intervals considered, the 
amplitudes of diurnal oscillations of the auto- and cross-
correlation functions of air temperature and atmospheric 
pressure are significant. As an illustration, Fig. 3 represents 
sample cross-correlation coefficients � �T ,P �i i hcorr .

Figure 3: Sample cross-correlation coefficients 
� �T ,P �i i hcorr .Tomsk, June

To construct a parametric stochastic model of the joint time-
series it is necessary to approximate the sample correlation 
function of the periodically correlated process with some 
analytic parametric function (like it was done with one-
dimensional distributions). Such approximation is a work in 
progress.

SIMULATION ALGORITHM

It is necessary to simulate a sequence 

� � � �1 2 8 1 2 8, T ,T , ,T ,P ,P , ,Pd dT P �
t is 

� �T� � �8T P P P8d d1 2 8P P P1 2 81 2 , which has the 

following properties:

1) the one-dimensional distribution densities of the 
components Ti and iP are � �kg x and � �kb x respectively, 

where 8 , 1, , 1,8i j k j d k� � � � ;

2) the sequence � �,T P

1,, ,1, ,

� has the correlation matrix

,T TP

PT P

R R
R

R R
� 	

� � �

 �

where ,T PR R are sample autocorrelation matrices of air 
temperature and atmospheric pressure respectively, and 

,TP PTR R are sample cross-correlation matrices of these two
weather elements. It should be noted that, although the 
matrices , , ,T P TP PTR R R R are block-Toeplitz matrices, the 

matrix R is not block-Toeplitz. For simulation of � �,T P

s, the 

�
with given one-dimensional distributions and given 
correlation matrix a method of inverse distribution function 
was used (Piranashvili 1966; Ogorodnikov and Prigarin 
1996). In the framework of this method, simulation of the 
sequence � �,T P

the framew

� comes down to an algorithm with 3 steps:

1. Calculation of a matrix R � that is a correlation 
matrix of an auxiliary standard Gaussian process � �', 'T P

relation 

� .

Element � �i, jr� , 1,2 8i j d� � of the matrix R � is a solution 
of the equation 
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where � �i, jr is an element of the matrix R corresponding 

to � �i, jr� , the function
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is a distribution density of a bivariate Gaussian vector with 
zero mean, variance equal to 1 and correlation coefficient 
� �i, jr� between components number i and j , � �� � is a 

CDF of a standard normal distribution, ,i jG B are CDFs 
corresponding to distribution densities of air temperature and 
atmospheric pressure.
2. Simulation of the standard Gaussian sequence 

� �', 'T P
. Sim

� with the correlation matrix R � .

3. Transformation of � �', 'T P � into � �,T P� :

� �� � � �� �1 1
i i i j j jT T , i 1,8d, P P , j 1,8d
 
� �� � � � � �G B .
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Steps 3 and 4 are repeated as many times as many 
trajectories are required. It should be noted that, due to the 
block-Toeplitz structure of the matrices , , ,T P TP PTR R R R ,
on the first step of the simulation algorithm to define fully 
the � � � �2 8 2 8� � �d d matrix R � , it is enough to solve only 

3 8 8� � d equations for � �i, j�r .
If the matrix R � , obtained in the first step, is not positively 
defined, it must be regularized. Several methods of 
regularization are described in (Ogorodnikov and Prigarin, 
1996). In this paper a method of regularization based on 
substitution of negative eigenvalues of the matrix R � with 
small positive numbers was used. In most cases after 
regularization the matrix R � requires normalization.
Simulation of the standard Gaussian sequence � �', 'T P

on.

� with 

correlation matrix R � in the second step could be done using 
Cholesky or spectral decomposition of the matrix R � . The 
last one was used in this paper.

NUMERICAL EXPERIMENTS

Because of the specific nature of the inverse distribution 
function method, the correlation structure of the simulated 
process differs from the correlation structure of the real one.
This is explained mainly by 2 reasons. First reason is that 
regularization and normalization of the matrix R � alter the 
correlation structure of the process � �', 'T P

he matrix R

� and, therefore, 

the correlation structure of the simulated joint time-series. 
Moreover, transformation of � �', 'T P

simulated 

� into � �,T P
t time-seri

� brings 

additional distortion in the correlation matrix because of 
computational errors in computation of the CDF of a 
standard normal distribution and numerical inversion of the 
distribution functions , , , 1,8�i jG B i j . Nevertheless, it 
should be noted that this difference is rather small, which, for 
example, is illustrated in Fig. 4. Here and below 510
simulated trajectories were used for estimations. To denote 
estimations based on real and simulated data, abbreviations 
RD and PCM are used respectively.

Figure 4: Correlation coefficients � �1 1T ,P �hcorr estimated 
on real and simulated data (curves 1 and 2 respectively) and 
correlation coefficients � �1 1P ,P �hcorr estimated on real and 
simulated data (curves 3 and 4 respectively). Sochi, August

Any stochastic model has to be verified before one starts to 
use simulated trajectories to study properties of a simulated 
process. For a model verification, it is necessary to compare 
simulated and real data based estimations of such 
characteristics, which, on the one hand, are reliably estimated 
by real data, and on the other hand are not input parameters 
of the model. Here are several examples of such 
characteristics. 
First characteristic that was considered was “probability P
of a rapid change of atmospheric pressure”. As a rapid 
change of pressure, a change for more than � hPa in less 
than n hours was considered (usually this characteristic is 
considered for 24�n ). Tab. 1 shows corresponding 
estimations for 24�n . For estimations based on the real 
data the 99% confidence intervals are given.
Another characteristic that was considered was “average 
number of days in a month with a minimum / maximum daily 
temperature below / above given level ol C ”. Tab. 2 shows
an example of the corresponding estimations, obtained on a 
basis of real and simulated data. Differences between 
estimations on the real and simulated data are less than 
statistical errors of estimations on small samples of real data.
It should be noted that here 31�d . The assumption about 
periodically correlated structure of the real processes on a 
monthlong interval is valid only for in-season months.

Table 1: Probabilities of the Atmospheric Pressure Rapid 
Change. Sochi. December, 1-15

� RD
3P � 

PCM

1 0.965±0.001 0.966
3 0.628±0.034 0.661
5 0.361±0.065 0.415
7 0.190±0.059 0.188

11 0.044±0.029 0.031
15 0.012±0.014 0.008
19 0.001±0.007 0.002

Table 2: Average Number of Days in a Month with a
Maximum Daily Temperature Below Given Level ol C .

Sochi

l October December
RD PCM RD PCM

22 22.48 22.55 30.87 30.86
18 11.00 10.83 29.61 29.71
14 2.17 2.18 23.91 24.08
10 0.22 0.25 11.65 11.85
6 0.00 0.00 3.35 3.08
2 0.00 0.00 0.39 0.34
0 0.00 0.00 0.09 0.06

Real and simulated data based estimations of probabilities of 
the event “air temperature is below / above the given level 

olt C and atmospheric pressure is below / above the given 
level lp hPa ” were also compared. For verification, levels 
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,lt lp close to the mean values of air temperature and 
atmospheric pressure were chosen (see Tab. 3). 
Tab. 4 shows simulated and real data based estimations of
the average daily temperature o

iA C in a day number i . For 
most of the considered time-intervals, simulated data based 
estimations lay in the corresponding intervals 
� �i iA ,A� �
 � .

Table 3: Probabilities of the Event “Air Temperature is 
Below the Given Level olt C and Atmospheric Pressure is 

Above the Given Level lp ”. Sochi. June, 1-15

lt 992�lp 1002�lp 1012�lp
RD PCM RD PCM RD PCM

24 0.804 0.802 0.478 0.480 0.102 0.109
20 0.417 0.426 0.268 0.282 0.069 0.073
16 0.091 0.090 0.073 0.071 0.039 0.025
12 0.005 0.007 0.005 0.007 0.003 0.003

Table 4: Average Daily Temperature o
iA C in a Day 

Number i . Sochi. February, 1-10

i RD
iA � 

PCM

1 5.205±0.826 5.908
3 5.373±0.850 5.935
5 5.276±0.880 5.907
7 6.836±0.871 5.926
9 6.943±0.858 5.911

CONCLUSION

In general, the model proposed reproduces quite well the 
properties of real joint time-series of air temperature and 
atmospheric pressure on short time-intervals. Numerical 
experiments show that simulated trajectories could be used 
for study of the properties of extreme and anomalous 
meteorological events (for example, for estimating the 
probabilities of sudden temperature / pressure changes or 
long, unfavorable periods of high temperature and low 
pressure). For simulation of time-series on longer time-
intervals (like month-, season-, yearlong intervals) it is better 
to use a nonstationary model which let to take into account 
not only daily, but also seasonal variation of the weather 
elements. As it is shown in (Kargapolova 2018) for the air 
temperature time-series, simulation of the non-stationary 
processes is more time-consuming procedure in comparison 
with simulation of the periodically correlated processes. 
First, it is necessary to approximate 2 8� d distribution 
densities of the joint time-series of air temperature and 
atmospheric pressure (instead of 2 8� densities in case of 
the considered in this paper periodically correlated model). 
Second, correlation matrix of a non-stationary process 
doesn’t have any specific features. It means that in the 
framework of inverse distribution function method it is 
necessary to solve � �8 2 8 1d d� � 
 equations for � �i, jr� .

Numerical implementation of the non-stationary model of the 
joint time-series of air temperature and atmospheric pressure 
is the next step in a study of properties of weather processes 
under consideration.
In the future, the model presented will be expanded – instead 
of the joint time-series of air temperature and atmospheric 
pressure, the joint series of air temperature, atmospheric 
pressure and air relative humidity will be simulated. 
Simulation of such a weather combination is of interest, 
because based on the simulated trajectories it is possible to 
study the properties of the time-series of different air heat 
content indicators.
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ABSTRACT

Epidemiological analysis is conducted via simulation us-

ing complex temporospatial models. In such simulations,

50%–90% of simulation runtime is spent in solving equa-

tions used to model epidemic progression. Heterogenerous

Computing (HC) using General Purpose Graphics Process-

ing Units (GPGPUs) and CPUs hold considerable poten-

tial to reduce simulation times. However, significant differ-

ences in programming models of GPGPUs and CPUs hin-

der their effective use. Consequently, we have developed an

epidemic modeling and heterogeneous simulation environ-

ment called MUSE-HC. In MUSE-HC, discrete event process-

ing is performed on the CPU while epidemic equation pro-

cessing is performed on a GPGPU. MUSE-HC also provides

a domain-specific modeling language called Epidemic De-

scription Language (EDL) along with compiler and libraries

to streamline modeling for non-computing experts. Our ex-

periments conducted using synthetic benchmarks show that

our heterogeneous approach can improve simulation perfor-

mance by up to 16× for certain classes of epidemic models.

INTRODUCTION & BACKGROUND

Multinational epidemics of communicable and zoonotic dis-

eases such as Zika fever, Chikungunya, influenza, etc. con-

tinue to pose serious health and socioeconomic challenges.

Hence, there is a heightened urgency to develop compre-

hensive methods for proactively containing epidemics. Epi-

demic containment strategies heavily rely on epidemiologi-

cal modeling and simulation for disease forecasting and anal-

ysis. Since, multinational epidemics have complex dynam-

ics that vary with geography and time, temporospatial mod-

els (see Figure 1) are used to characterize epidemic progres-

sions. Such models are typically represented as a set of inter-

acting “agents”, where each agent models epidemic progres-

sion in a collocated population. Figure 1 shows an exam-

ple of a temporospatial epidemic model with circular agents

that model epidemic progression in their geographic region.

Interactions between agents are usually accomplished using

discrete event simulation due to its advantages. Epidemic

progression occurring between time steps is characterized us-

Figure 1: Example of a temporospatial epidemic model with

interacting agents represented as circles (Rao et al., 2017)

ing a system of equations. Geospatial attributes such as pop-

ulation, weather, etc. are incorporated as coefficients in the

equations. Each agent uses the same set of epidemic equa-

tions associated with a given disease but with different coef-

ficients corresponding to their geography.

The epidemic equations are either a system of Ordinary Dif-

ferential Equations (ODEs) for deterministic simulations or

rate-based system for stochastic simulation (SSA). Immate-

rial of whether deterministic or stochastic methods are used,

a conspicuous portion of simulation-runtime is spent on solv-

ing the epidemic equations for each agent. The computa-

tional time for solving epidemic equations grows polynomi-

ally, often to � 90%, with changes to different settings, in-

cluding: decrease in time step size (often 0.01 or 0.005 is

used), increase in model size or number of agents, increase in

complexity of equations, etc. The computational overheads

are further magnified by the need to run 1000s of simula-

tion replications for various analyses. Consequently, reduc-

ing runtime of such epidemic simulations is important.

Heterogeneous Computing (HC) involves the use of more

than one type of processor for running a program – e.g.,

a standard CPU and a General Purpose Graphics Process-

ing Unit (GPGPU). A GPGPU is essentially a massive Sin-

gle Instruction Multiple Data (SIMD) processor. GPGPU

is conducive for epidemic simulation because all the agents

in a temporospatial model use the same set of equations

(i.e., single set of instructions) but with different coefficients

(i.e., multiple data). On the other hand, modern CPUs are

highly optimized for logic and conditional operations which

play a dominant role in discrete event simulations. Con-

sequently, heterogeneous computing performed using CPU

and GPGPU holds considerable promise to reduce simula-

tion times.
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Motivation & overview of proposed work

Realizing the computational advantages of heterogeneous

computing requires considerable technical skill and develop-

ment of software for different programming paradigms. The

issues are compounded by the need to develop both ODE

and SSA versions and consistently maintaining disparate ver-

sions. Such issues hinder effective use of heterogeneous

computing, particularly by the end-users, including epidemi-

ologists and public health experts. Accordingly, to ease the

effective use of heterogeneous computing (HC) for epidemic

simulations, this paper presents a novel modeling and sim-

ulation environment called MUSE-HC and its domain-specific

modeling language called Epidemic Description Language

(EDL). The paper presents the architecture and design of

MUSE-HC along with various verification and performance ex-

periments conducted to assess its overall effectiveness.

RELATED WORKS

The primary focus of this study is modeling and accelerat-

ing the simulation of temporospatial epidemic models us-

ing Heterogeneous Computing (HC). Several prior investiga-

tions have focused on parallel epidemic simulations, includ-

ing works by Giridharan and Rao (2016), and Rao (2016).

These investigations focus on parallel epidemiological simu-

lations using just CPUs. On the other hand, this investigation

focuses on using both CPUs and GPGPUs. Consequently,

this section compares and contrasts the proposed work with

closely related research that involve HC.

Leonenko et al. (2015) propose the use of heterogeneous

computing for epidemic simulations. Their work is similar to

ours in that discrete event processing is performed on CPU

while epidemic propagation is performed on GPGPUs. Their

work focus on predefined models written using MATLAB.

The use of multiple GPGPUs for epidemic simulation using

NVIDIA CUDA is proposed by Shekh et al. (2015). They fo-

cus on simulating predefined SEIR individual-based models

with contacts arising at buildings or homes. Epidemic simu-

lations using multiple GPGPUs and CUDA in a cluster com-

puting environment has also been investigated by Zou et al.

(2013). Their work focuses on simulating predefined contact

networks while compensating for communication latencies

between the compute nodes on the cluster. Arlindo et al.

(2015) explore the use of GPGPUs and CUDA for epidemic

simulations. They represent each individual as a string and

simulate a predefined epidemic with fixed compartments.

Similar to some of the aforementioned investigations, this

work also focuses on simulation of epidemics using hetero-

geneous computing. However, several novel aspects distin-

guish this research from prior investigations, namely: � un-

like prior investigations that use a fixed model, this study

applies to any epidemic model; � a novel, domain-specific

modeling language called EDL is proposed in this study,

while prior investigations use predefined models; � a key

distinction in our study is the use of temporospatial models

rather than contact networks used by other investigators; � in

contrast to earlier studies that use a hard-coded source code,

in this study the CPU and GPGPU source codes are auto-

matically generated from EDL; � in this study we have used

OpenCL that is broadly usable and not CUDA that is limited

to running only on NVIDIA hardware.

MUSE-HC: ARCHITECTURE & DESIGN

To ease the effective use of heterogeneous computing (HC)

for epidemic simulations, we have developed a novel mod-

eling and simulation environment called MUSE-HC, summa-

rized in Figure 2. The primary input is a description of

the compartmental model described using a domain-specific,

Epidemic Description Language (EDL). EDL has been de-

signed to provide an intuitive, yet expressive constructs for

describing epidemic models. The EDL description is parsed

into an intermediate Abstract Syntax Tree (AST) using a cus-

tom parser. The AST is used by an a code generation mod-

ule that converts the AST into semantically equivalent ver-

sions of source codes for conducting both deterministic and

stochastic simulations on CPU and GPGPU. Note that a sin-

gle EDL description is compiled and transformed to generate

both ODE and SSA simulations capable of utilizing hetero-

geneous compute platforms. A single, intuitive source min-

imizes overheads associated with model development, vali-

dation, and maintenance. The generated model is then com-

plied and linked with the MUSE-HC simulation kernel to pro-

duce the final executable. The following subsections provide

a more detailed discussion on various aspects of MUSE-HC.

����
���	
��
���

EDL: Epidemic 
Description Language 

👥 Modeler / 
Epidemiologist 

������
��
�
�����������
����

����
�	���������
�
���������

����
���������
��!������
���
�

��"�
#���

��"�
����

$�"�
#���

$�"�
����%"���#������

��&�'�
���
���
�
��

%"���
��&�'�
���

*�
��'�

C
++

 

C
++

 

O
pe

nC
L 

O
pe

nC
L 

�//���&��'�
�
;����<�
�

��&�'�
���
���	����'��
�����
��='���

����
���������
#��������&�����

�'�>�
&�

��������	�

�������
����
����������

�������
����� Automatically generated model  

source code 

Optional. 
Based on 

model 

Figure 2: Process of modeling & simulation with MUSE-HC

Epidemic Description Language (EDL)

The Epidemic Description Language (EDL) has been de-

signed to ease effective use of heterogeneous computing

(HC) by subject-matter experts, including epidemiologists

and public health practitioners. For example, consider the

Ebola model shown in Figure 3 that was originally proposed

by Legrand et al. (2007). The conceptual model has 6

compartments: Susceptible (S), Exposed (E), Infectious (I),

Hospitalized (F ), and Funeral (F ). Transition of individu-

als between the compartments is governed by the equations

shown with each transition. The equations involve several

epidemiological constants that vary for different countries as

discussed in detail by Rivers et al. (2014).
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S E I H F R 

Bi⋅S⋅I + Bh⋅S⋅H +  
BF⋅S⋅F 

A⋅E 

Yh⋅l⋅I 

Yd⋅(1-l)⋅o1⋅I 

Yi⋅(1-l)⋅(1-o1)⋅I 

YDh⋅o2⋅H Yf⋅F 

YIh⋅(1-o2)⋅H 

Figure 3: Compartmental model for Ebola proposed by

Legrand et al. (2007) and used by Rivers et al. (2014)

The EDL description for the compartmental model in Fig-

ure 3 is shown in Listing 1. The description has four code

blocks, namely constants, parameters, compartments,

and transitions. The constants block contains named

constants used to describe compartment transitions. The

parameters block contains parameters computed at simu-

lation or run time. These include parameter values that vary

with geography, temperature, or other model characteristics.

The compartments code block lists all of the compartments

from the conceptual model.

# EDL description for the Ebola model
epidemic Ebola_Liberia {
# Epidemic constants in this model
constants {
Bi = 0.16; # Contact rate, community
A = 0.083; # Incubation rate (12 days)
Yi = 0.0667; # Infection duration (15 days)
# More constants not shown for brevity

}
parameters {

# No time-varying parameters in this model.
}
compartments {

# Comments removed for brevity
s, e, i, h, f, r;

}
transitions {

e += -1, i += 1 @ (A * e);
i += -1, h += 1 @ (Yh * l * i);
# More transitions removed for brevity

}
}

Listing 1: Partial EDL description for model in Figure 3

The last code block in an EDL description defines transi-

tions between the compartments. Each transition consists of

two parts, namely: � a comma-separated list of population

changes to a subset of compartments followed by � the tran-

sition rate equation. As illustrated by Figure 3 and Listing 1,

EDL syntax has been designed to provide a direct mapping

from a conceptual model. Hence EDL is more intuitive for

use by epidemiologists and public health experts.

EDL parser and code generator

An EDL description of an epidemic is parsed into an in-

memory Abstract Syntax Tree (AST) using the EDL parser

as illustrated by Figure 2. The parser has been developed

in C++ using BOOST Spirit library (version 2.53). The re-

sulting EDL parser produced via Spirit is an LL(1) parser

that does not require any backtracking due to the straightfor-

ward grammar for EDL. The parser performs both syntactic

and semantic checks on the input EDL. The output from the

EDL parser is an Abstract Syntax Tree (AST). AST is an in-

memory data structure that stores the input EDL in a form

conducive for further processing.

The AST produced by the EDL parser is used to generate

source code for a complete model compliant with MUSE-HC’s

API. The primary generated artifact is an agent class that

includes both deterministic and stochastic versions of the

model. The deterministic version uses Ordinary Differential

Equations (ODEs) that are automatically generated by appro-

priately combining various transitions for each compartment.

The generate source code is in C language so that the same

code can be run both on the CPU as well as on a GPGPU.

The EDL code generator also produces a top-level simula-

tion (in C++) which provides options for generating a grid

of agents in a temporospatial model as shown earlier in Fig-

ure 1. The modeler may further enhance or modify the gen-

erated source code for fine tuning the simulation as needed.

The generated source code is compiled and linked with

MUSE-HC to produce the final simulation executable. The

resulting executable utilizes the MUSE-HC library to enable

simulating the model on heterogeneous computing capable

hardware platforms.

The MUSE-HC simulation framework

The heterogeneous computing (HC) capable simulations

have been enabled by significantly enhancing a discrete

event simulation framework called MUSE. The resulting sim-

ulation framework is called MUSE-HC. It has been devel-

oped in C++ using its object-oriented capabilities. MUSE-

HC also provides a library of algorithms for deterministic

and stochastic simulations, including: Runge-Kutta 4th or-

der method, Gillespie’s exact Stochastic Simulation Algo-

rithm (SSA), Gillespie’s SSA with Tau+Leap optimization,

and Mersenne-Twister random number generators. MUSE-

HC includes classes that encapsulates the state of an agent.

The state includes values for the different compartments in

the model along with any time-dependent parameters. The

EDL code generator also generates an implementation for

the state. The state for each agent is copied to-and-from the

GPGPU for heterogeneous computing.

Core simulation and overlapped execution
The salient operations performed by MUSE-HC to run an het-

erogeneous computing (HC) capable simulation is summa-

rized in Algorithm 1. Upon starting, as part of initialization,

MUSE-HC first prepares the OpenCL kernel for GPGPU-based

execution. Next, the simulation proceeds in cycles in which

each agent processes its next set of events in chronological

order. After processing events, each agent indicates if addi-

tional HC operation is desired. Agents requesting HC op-

erations are tracked and scheduled for execution in batches

as shown in Algorithm 1. The size of each batch is deter-

mined by a given workgroupSize value. The size of the
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workgroup plays an important role in effectively utilizing the

computational resources of a GPGPU. Currently, an effective

workgroup size is experimentally determined based on the

computational capabilities of the CPU versus the GPGPU.

Overlapped execution on CPU & GPGPU
In MUSE-HC, executions on the GPGPU are overlapped with

discrete event processing on the CPU as summarized in Al-

gorithm 1. Specifically, the OpenCL kernels are scheduled

to execute on the GPGPU in batches and the CPU contin-

ues with discrete event processing. Overlapped execution

enables amortization of the overheads associated with het-

erogeneous computing. Using an appropriate workgroup size

plays an important role in realizing fast simulations.

begin initialization
// Generate OpenCL kernel for Heterogeneous Computing

end initialization
begin simulation

Time LVT = 0, GVT = 0, lastLVT = 0

std::list<HCAgent*> ocl; // HC agents per time step

while GVT < endTime do
LVT = scheduler→getNextEventTime();

if (LVT > lastLVT) or (ocl.size() > workgroupSize) then
if kernelRunning then // overlapped operations

wait() // Wait for previous GPU kernel

copyStateFromGPU();
end if
copyStateToGPU(ocl);

scheduleOpenCLKernel(); // asynchronous launch

kernelRunning = true; lastLVT = LVT;

end if
// Do discrete event processing and track HC agents

if processNextEvent() then ocl.push back(agent);

GVT = updateGVT(); // Update GVT as needed

end while
end simulation

Algorithm 1: Algorithmic overview of salient simulation op-

erations in MUSE-HC

EXPERIMENTS

The first set of experiments focus on verification and vali-

dation (V&V) of MUSE-HC. The V&V experiments has been

conducted using the extensively validated Ebola model from

Figure 3. The experiments has been conducted on a worksta-

tion equipped with Intel Xeon E5-2680 v4 CPU (at 2.4GHz

with turbo boost to 3.2 GHz) and a NVIDIA Pascal P100

GPGPU. The inset chart in Figure 4 shows the reference

model output from Rivers et al. (2014). The larger chart in

the figure shows the corresponding ODE (deterministic) and

SSA (stochastic) version of the outputs from MUSE-HC. The

outputs from HC simulations were statistically compared to

the reference results to establish validity of both determinis-

tic and stochastic simulations. These experiments also verify

the models and the simulation infrastructure of MUSE-HC.

In this study, performance assessments of MUSE-HC have

been conducted using a synthetic benchmark. The bench-

mark has been designed to dynamically generate temporspa-

tial models of different sizes, varying number of compart-
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Figure 4: Results from V&V experiments conducted using

Ebola model from Rivers et al. (2014) as reference.
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Figure 5: Impact of varying workgroup size

ments, and with different interaction patterns. The synthetic

models can be used to characterize a broad range of epidemic

models in a controlled manner, so as to enable systematic ex-

perimental analyses.

Influence of OpenCL workgroup size: Workgroup size

plays an important role in effective use of heterogeneous

computing. The chart in Figure 5 illustrates the impact of

varying the workgroup size for both deterministic (using

Runge-Kutta) and stochastic (Gillespie with Tau+Leap) sim-

ulations. The data plotted is the average from 10 independent

runs for each workgroup size. The data shows that as the

workgroup size increases the runtime decreases because the

overheads of copying data from CPU to GPGPU are reduced.

However, the improvements tapper off around a workgroup

size of 3,000 because the GPGPU has 3,584 SIMD cores and

any workgroup larger than that number cannot operate in par-

allel.

Effect of model size (i.e., number of agents): The charts

in Figure 6 illustrates the influence of model size on the run-

time. The charts also compare the runtime of the heteroge-

neous computing (CPU+GPGPU) versus simulation run us-

ing 1 core on the CPU. As illustrated by the charts, for small

models with just 100 agents, the HC version does not yield

significant performance improvement. This is because the

compute capabilities of the GPGPU are not fully utilized.

With increase in model size, more agents are scheduled to

run on the GPGPU thereby better utilizing its compute re-

sources and the HC version outperforms its corresponding

CPU-only version. The maximum speedup for determinis-

tic (i.e., ODE-based) version is 5× while the stochastic (i.e.,
SSA version) is 8.5×. The SSA version yields better per-
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formance improvement due to its increased computational

needs. In both cases, however, the performance peaks around

4000 agents – the peak is attributed to the maximum of 3,584

SIMD cores available on the GPGPU used in this study.
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Figure 6: Impact of varying number of agents (step: 0.01)

Effect of step size: The charts in Figure 7 illustrate the

change in runtime as the step size is decreased and computa-

tional load increases. As illustrated by the CPU-only curves,

for both ODE and SSA versions, the runtime increases poly-

nomially as expected. Nevertheless, the increased compu-

tational demands at each simulation time enables more ef-

fective use of GPGPU resources and the speed-up realized

by the heterogeneous computing (HC) version proportionally

increased. With a time step of 0.005, the HC version pro-

vides 10× and 16× performance improvement for the ODE

and SSA versions respectively, highlighting the overall ef-

fectiveness of MUSE-HC.

CONCLUSIONS & FUTURE WORK

Contemporary approaches to epidemic forecasting and con-

tainment rely on temporospatial modeling and simulation.

Heterogeneous Computing (HC) holds considerable promise

to accelerate simulation of temporospatial models. However,

HC currently requires considerable technical skill and devel-

opment of software for different programming paradigms,

hindering its use. To ease the effective use of heteroge-

neous computing (HC) for epidemic simulations, this paper

presented a novel modeling and heterogeneous simulation

environment called MUSE-HC. MUSE-HC includes a domain-

specific modeling language called Epidemic Description

Language (EDL) to streamline modeling.
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Figure 7: Impact of varying step size (10,000 agents)

A single EDL description is compiled and transformed to

generate both ODE and SSA simulations capable of utiliz-

ing heterogeneous compute platforms. The modeling and

simulation infrastructure of MUSE-HC has been verified and

validated using a well-established Ebola model. The perfor-

mance assessment of MUSE-HC show that large workgroups

sizes are better because it enables faster amortization of the

overheads involved in copying data between the CPU’s mem-

ory and the GPGPU’s memory. However, the step size used

by numerical methods had the most conspicuous impact on

performance improvements realized using HC. With a time

step of 0.005, the HC version provides 10× and 16× per-

formance improvement for the ODE and SSA versions re-

spectively, highlighting the overall effectiveness of MUSE-HC

and the use of HC for accelerating simulation of large tem-

porospatial epidemic simulations.
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ABSTRACT

One of many applications of machine learning is that
of correctly classifying market and economic phases.
A popular approach to this is using Markov switching
models. This paper will look at the implementation
of Markov switching generalised autoregressive condi-
tional heteroscedastic (MSGARCH) models with nor-
mal and t-distributed innovations to recent Bitcoin/US
Dollar price dynamics, and also show that these can be
an improvement over single-regime models of the same
kind, by demarcating high and low volatility regimes.
Furthermore, we also look at both maximum likelihood
estimation, and Bayesian estimation via Markov Chain
Monte Carlo. The predictive performance is also anal-
ysed using risk management tools such as value-at-risk
and expected shortfall, and we show that the two-regime
model with t-distributed innovations provides the best
fit.

INTRODUCTION

In recent history, cryptocurrencies have become a global
phenomenon which, thanks to its blockchain technology,
is challenging to change the world of finance and beyond.
Essentially, a cryptocurrency is a digital currency with
the main purpose of decentralising control from the cen-
tral banking system. Bitcoin, with its inception in 2009,
was the initial cryptocurrency. However, since then,
other cryptocurrencies have been introduced (a number
of which also perished). Last year, the stock market was
the least volatile in the last decade. However, this was
not the case in regard to Bitcoin and other cryptocur-
rency prices. The first cause for this volatility is that
cryptocurrency wealth distribution is more dispropor-
tionate than that of traditional financial assets. The sec-
ond cause is that public understanding is quite divided
and subjective, and thus will make the price swing even
more. Finally, regulation plays a central role in cryp-
tocurrencies’ exchange rates’ intense volatility. Even
though cryptocurrencies run on a decentralised banking
system, various governments havemade attempts to reg-

Figure 1: Sequence charts for Bitcoin/US Dollar (left)
and their log returns (right) for the period

1/1/2016-28/2/2018.

ulate these assets. In 2015, the U.S. Commodity Futures
Commission declared that cryptocurrencies essentially
are not considered as currencies but more as a commod-
ity and hence could not be regulated. Recently however,
governments and other entities have been taking a more
hostile approach. In September 2017, China’s govern-
ment ceased domestic exchanges while in January 2018,
the South Korean Government also shut down anony-
mous cryptocurrency trading. More recently, there has
also been a ban on cyrptocurrency advertising from the
likes of Facebook and Google. Consequently, the ’bull’
year cryptocurrencies had in 2017 on the back of the
hype surrounding them was followed by a ’bear’ first
half of 2018, which saw them crash to much lower levels
than their 2017 peaks.

Modelling literature on cryptocurrencies is still quite
limited, though the theme has been generating some
interest lately. Chan et al. (2017) fit various paramet-
ric distributions on cryptocurrency returns. Further-
more, Bouri et al. (2017), Chu et al. (2017), Katsiampa
(2017), Baur et al. (2018) and Stavroyiannis (2018)
fit generalised autoregressive conditional heteroscedas-
tic (GARCH) models and its variants in their single-
regime form. Kodama et al. (2017), on the other hand,
look at the application of Markov switching autoregres-
sive models to Bitcoin. Currently, a preprint by Ardia
et al. (2018) can be found on SSRN that looks at the
implementation of symmetric and asymmetric models of
the MSGARCH type using a Bayesian approach to Bit-
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coin/US Dollar. In contrast to Ardia et al. (2018), in
this paper we look solely at MSGARCH models of the
symmetric type on Bitcoin/US Dollar, but from both
a frequentist and Bayesian perspective. Another differ-
ence is that we do not take the whole history but concen-
trate on a recent 26 month dataset of 790 daily readings
(1/1/2016-28/1/2018) - see Figure 1. The intention is
that of looking at more homogenous dynamics, hence
not allowing estimation of the model to be affected by
initial periods when Bitcoin was worth very little and
volatility was low.

MODEL DEFINITION

There is more than one Markov switching approach to
GARCH modelling (see e.g. Gray 1996, Klaassen 2002).
We focus on the approach by Haas et al. (2004). This
model is characterised by,

εn = ZnσΔn,n ,

for n = 1, 2, ... where (εn) is a time series of residu-
als, (Zn) is a sequence of normal i.i.d random variables
with mean zero and unit variance, the k × 1 vector
σ2
n = [σ2

1,n, σ
2
2,n, . . . , σ

2
k,n]

′ of regime variances follows
the multivariate GARCH(1,1) equation,

σ2
n = α0 +α1ε

2
n−1 + βσ2

n−1 ,

where αi = [αi,1, αi,2, . . . , αi,k]
′, i = 0, 1;

β =diag{β1, β2, . . . , βk}, (Δn) is a Markov chain
with finite state space S = {1, 2, . . . , k} and an ir-
reducible and primitive k × k transition matrix P,
and (Zn) and (Δn) are independent. The inequalities
α0,j > 0, α1,j ≥ 0 and βj ≥ 0 , ∀j = 1, . . . k are required
to guarantee positivity of the conditional variance.
In our case, the εn’s are the log returns (which were
found to be uncorrelated). For comparison, we shall
also consider the single-regime GARCH by Bollerslev
(1986).

In this paper we consider two estimation approaches.
One is maximum likelihood estimation (MLE), which
is performed using a recursive filter for Markov switch-
ing models developed by Hamilton (1989). The other is
the Bayesian approach, via the MSGARCH R package
developed by Ardia et al. (2016), which uses the ro-
bust adaptive Metropolis-Hastings approach introduced
by Vihola (2012) to simulate from the posterior distri-
bution. Discussions on moment conditions, volatility
persistence and regime persistence for the MSGARCH
model can be found in Haas et al.(2004). Volatility per-
sistence in a particular regime is determined by how
much α1j + βj is close to 1 for j = 1, ..., k (the closer it
is to 1, the more persistent it is). It represents the per-
sistence of the effect of large shocks on future volatility.
Regime persistence, on the other hand, is determined by
the diagonals of the transition matrix P. Moment con-
ditions are also taken care of by the MSGARCH pack-
age. Also, theory on regime inference can be found in

Table 1: AIC and BIC values for the four MLE model
fits

N1 NMSG2 t1 tMSG2
AIC 4203.31 4019.32 4030.08 4001.42
BIC 4217.32 4056.70 4048.77 4043.47

Table 2: MLE estimates and corresponding standard
errors for parameters of the single-regime models

N1 t1

Estimate Std. Err. Estimate Std. Err.
α0 0.2669 0.0025 0.1040 0.0019
α1 0.1834 0.0035 0.1635 0.0038
β1 0.8145 0.0000 0.8302 0.0002
ν - - 3.6730 0.0100

Klaasen (2004) Appendix D, which also extends to the
Haasmodel. This will be crucial in determining the high
and low volatility market phases.

MODEL ESTIMATION AND REGIME IN-
FERENCE

We shall fit four different models on this dataset and use
the Akaike Information Criterion (AIC) and Bayesian
Information Criterion (BIC) to determine the best
model fit. These are the single-regime GARCH model
with normal and t-distributed innovations, and their
two-regime counterparts. We shall refer to these models
as N1, t1, NMSG2 and tMSG2 respectively. We do
not present models for higher regime orders as these did
not yield significant improvements over the two-regime
case. Among the single-regime models, the t-distributed
version performs the best. AIC and BIC both agree that
the best model is tMSG2. Further information can be
seen in Table 1.

In Tables 2 and 3 one can find the model fits for both
the single-regime GARCH models and their two-regime

Table 3: MLE estimates and corresponding standard
errors for parameters of the two-regime models

NMSG2 tMSG2

Estimate Std. Err. Estimate Std. Err.
α01 0.0173 0.0004 0.0948 0.0025
α11 0.0800 0.0010 0.0555 0.0018
β1 0.8208 0.0007 0.8780 0.0019
α02 4.2402 0.0675 2.7089 0.0700
α12 0.2098 0.0074 0.1161 0.0030
β2 0.7864 0.0002 0.8640 0.0028
ν - - 3.3042 0.0235
p11 0.7775 0.0024 0.9762 0.0006
p21 0.5907 0.0030 0.0231 0.0006

214



Figure 2: Smoothed probabilities of being in regime 2
(continuous line) superimposed on the model residuals

(black, dotted) using MLE for tMSG2.

Figure 3: Smoothed probabilities of being in regime 2
(continuous line) superimposed on the model residuals

(black, dotted) using MLE for NMSG2.

analogues. From Table 3, it can be deduced from the
probability estimates that the stationary probabilities
for NMSG2 are given by 0.73 and 0.27 for the first and
second regime respectively, while in the case of tMSG2
these are given by 0.49 and 0.51. Thus, these two mod-
els do not agree on which regime is the most common,
as tMSG2 gives almost equal probabilities to the two
regimes. We note that because of the fat tails of the Stu-
dent’s t-distribution, the regimes in tMSG2 are highly
persistent with estimated staying probabilities for p11
and p22 larger than 0.95. The parameters show that the
two regimes are quite different and that the first regime
is related to more calm market conditions, while the sec-
ond regime is related to more rough market conditions.

Table 4: Bayesian estimation model fit (DIC)

N1 NMSG2 t1 tMSG2
DIC 4206.85 4030.44 4492.37 4004.44

We shall now look at the smoothed regime probabili-
ties for the two-regime models. Figure 2 displays the
smoothed probabilities of being in the regime related
to rough market conditions, that is the second regime,
when considering t-distributed innovations. In compar-
ison to Figure 1, it can be seen that, as soon as we
have higher log return fluctuations, especially in recent
periods, the MSGARCH model assigns higher proba-

Table 5: Bayesian estimates (empirical means of
simulated posterior values) and corresponding standard
deviations for parameters of the single-regime models.

N1 t1

Mean Std. Dev. Mean Std. Dev.
α0 0.3189 0.0941 0.1461 0.0694
α1 0.1885 0.0246 0.1719 0.0256
β1 0.8067 0.0256 0.8180 0.0261
ν - - 3.7539 0.3242

Table 6: Bayesian estimates (empirical means of
simulated posterior values) and corresponding standard
deviations for parameters of the two-regime models

NMSG2 tMSG2

Mean Std. Dev. Mean Std. Dev.
α01 0.0141 0.0006 0.0410 0.0451
α11 0.1007 0.0259 0.1494 0.0348
β1 0.8096 0.0292 0.8153 0.0320
α02 16.9849 12.3391 30.0384 15.0252
α12 0.3217 0.1591 0.3449 0.2192
β2 0.5240 0.2277 0.2792 0.2135
ν - - 4.6389 1.2309
p11 0.8113 0.0456 0.8943 0.0472
p21 0.6572 0.1168 0.5301 0.2400

bilities to the second regime. Data corresponding to
observations from October 2017 up to the end of the se-
ries all have smoothed probability of being in the second
regime higher than 0.5. The reason is that at the end
of 2017, Bitcoin prices changed constantly with drastic
movements, thus high volatility was present. Figure 3
shows the smoothed regime probabilities if we were to
assume normally distributed innovations. In this case,
we have numerous regime shifts along the dataset, since
in this case, large shifts in the log returns are automat-
ically attributed to a regime change.

We now move on to estimating the model in a Bayesian
way using (Monte Carlo Markov Chain) MCMC, where
in this case we treat the parameters as random. In the
prior, we treat parameters as independent and assume
diffuse truncated priors on each, then we use robust
adaptive Metropolis-Hastings to sample from the poste-
rior. Following a burn-in period, we take 50,000 draws
with thinning of 200 iterations in order to reduce auto-
correlation. In this case, we shall use the deviance infor-
mation criterion (DIC) for comparison. Table 4 confirms
that the best model is the two-regime with Student’s t-
distribution as it has the lowest DIC. Once again, the
three-regime model did not show any improvements and
related outputs will not be presented.

Starting with the single-regime models we note that, ex-
cept for ν, all the parameters have small standard devia-
tions and standard errors. Comparing the Bayesian esti-
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Figure 4: Smoothed probabilities of being in regime 2
(continuous line) superimposed on the model residuals
(black, dotted) using Bayesian estimation for tMSG2.

Figure 5: Smoothed probabilities of being in regime 2
(continuous line) superimposed on the model residuals
(black, dotted) using Bayesian estimation for NMSG2.

mates obtained via the mean in Table 5 to those derived
through MLE in Table 2, we note that the Bayesian es-
timates are very similar to the MLE ones. If we look at
the parameters of the two-regime models, we note that
for bothmodels, the parameter α02 has a very high stan-
dard deviation, which means that the values in the sam-
ple vary from one another. Also, the mean value from
the posterior sample is considerably high, and hence this
Bayesian estimate will considerably effect the volatility
in the second regime. As a result of this high Bayesian
estimate, the volatility persistence in the second regime
calculated by α12 + β2 has decreased considerably. Fur-
thermore, through Bayesian estimation, the persistence
found in Bayesian estimates of the staying probabilities
p11 and p22 of the tMSG2 model has also been low-
ered. This may warrant the investigation of the use of
informative priors, but such possible improvements will
not be investigated here. The stationary probabilities
provided by NMSG2 are given by 0.78 and 0.22 while
those provided by tMSG2 are given by 0.83 and 0.17
for the first and second regime respectively. Hence, now
both models agree that the first regime is more com-
mon. Figures 4 and 5 give the smoothed probabilities
of being in the second regime from Bayesian estimation,
and it can be seen that in this case, both models have
numerous regime shifts, and for tMSG2, the chance of
persisting in the high volatility regime is decreased.

FORECASTING PERFORMANCE

Generally, practitioners are more interested in high fore-
cast accuracy than goodness of fit. The main aim of this
section is that of analysing whether the additional com-
plexity of a Markov switching framework is useful, and
whether using a Bayesian framework with diffuse pri-
ors leads to better risk prediction. We shall backtest
to examine the predictive performance of the estimated
models where the accuracy of the predictions is analysed
using value-at-risk (VaR).

We shall examine model prediction performance by
carrying out historical backtesting. Backtesting is a
technique in which an investigation is run in order to
determine the predictive performance of several mod-
els, based on historical data. It can be done by ei-
ther using a rolling window method or an expanding
window method. We shall use the expanding win-
dow method. In this case, we divide our time se-
ries into the in-sample observations ε1, ..., εN−h and
the out-of-sample observations εN−h+1, ..., εN , To ob-
tain the VaR for each εN−h+i, we use all possible
prior information (in the rolling window case, we use
a fixed window length of information) on the pre-
dictive density. We denote the predictive density
for the frequentist case by fN−h+i (εN − h+ i+ 1|θ)
where θ denotes the vector of parameters of the
model. In the Bayesian case, we use all the sim-
ulated parameters θ(m) for m = 1, ...,M obtained
from MCMC (in our case M = 50, 000), and obtain

the predictive density approximation f̂ (εN−h+i+1) =
1
M

∑M

m=1 fN−h+i

(
εN−h+i+1|θ

(m)
)
. To calculate the

VaR of εN−h+i+1 at level τ given ε1, ..., εN−h+i, which
we denote by V aRτ

N−h+i (εN+1), we take

V aRτ
N−h+i (εN+1) = −qτ (εN+1) ,

which is the negative of the only τ -quantile of εN+h−i

given the predictive density.

Table 7: p-values for Kupiec and Christoffersen tests
for both maximum likelihood and Bayesian estimation
AE denotes the actual over expected exceedance ratio.

AE Kupiec Christoffersen
Maximum likelihood estimation

N1 1.6842 0.0478 0.1196
NMSG2 1.7895 0.0239 0.0719

t1 1.7895 0.0239 0.0719
tMSG2 1.4737 0.1604 0.2436

Bayesian estimation
N1 1.6842 0.0478 0.1196

NMSG2 1.6842 0.0478 0.1196
t1 1.7895 0.0239 0.0719

tMSG2 1.6842 0.0478 0.1196

In our case we shall take the number of out-of-sample ob-
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servations to be equal to 190, the number of in-sample
observations equal to 600, and re-estimate the model
every 20 observations. We then use the Kupiec and
Christoffersen tests (see Kupiec 1995 and Christoffersen
1998 for more detail). In the Kupiec test, given x out
of h breaches for the VaR, we test the null hypothe-
sis that the breach rate is τ . We are therefore testing
whether the proportion of breaches x

h
is significantly dif-

ferent from the τ level stipulated by the VaR. In the
Christoffersen test, we denote by κ0 the probability of
a breach occurring given no previous breach, and by
κ1 the probability of a breach occurring given a pre-
vious breach. Both quantities can be estimated from
the out-of-sample observations and the null hypothesis
tests whether κ0 = κ1. In this case, in the null hy-
pothesis we are testing whether breaches are occurring
independently, in conjunction with the hypothesis that
the breach rate is τ . Table 7 yields the outputs for the
Kupiec and Christoffersen tests. We see that at the 0.05
level, all models accept the null hypothesis of indepen-
dence stipulated by the Christoffersen test, both when
the frequentist approach and the Bayesian approach are
used. However, the null hypothesis for the Kupiec test
is only accepted at the 0.05 level for tMSG2 when max-
imum likelihood estimation is applied, hence providing
the best V aR-forecasting performance.

Finally, we also backtest whether tMSG2 estimated
via MLE, which is the best performing model for the
one-step VaR, is good for forecasting multistep VaR
and explaining tail behaviour. We do the former by
similarly applying the Kupiec and Christoffersen tests
on the 5-step VaR. This yields p-values of 0.1998 and
0.3794 respectively, accepting as desired the null hy-
pothesis in both cases. On the other hand, we do
the latter by looking at a test based on expected
shortfall (ES), where to calculate the ES of εN−h+i+1

at level τ given ε1, ..., εN−h+i, which we denote by
ESτ

N−h+i (εN−h+i+1]), we take

ESτ
N−h+i (εN−h+i+1]) = −τ−1E [εN−h+i+11A] ,

provided the innovations are continuously distributed,
where A represents the set of all possible outcomes such
that εN−h+i+1 ≤ qτ (εN−h+i+1) and 1A the correspond-
ing indicator function. For this, we use a test proposed
by McNeil and Frey (2002). In this test, excess loss (EL)
is defined by

EL =
(
εN−h+i+1 − ESτ

N−h+i (εN−h+i+1)
)

×1εN−h+i+1≤qτ (εN−h+i+1).

In the null hypothesis, we test E[EL] = 0 via a
bootstrap-type test. tMSG2 with maximum likelihood
estimates yields a p-value of 0.3187 for thismodel, which
means that the model is also suitable to model the in-
novations at the tails.

CONCLUSION

In this paper we applied MSGARCH models with two
regimes, and the single-regime counterpart for compari-
son, on Bitcoin/US Dollar using both normal and t inno-
vations. In the frequentist approach, it was found that
the tMSG2 was the best of the models considered where
goodness-of-fit is concerned. It was also found to have
the best risk forecasting performance for one-step VaR,
and also performed well for multistep VaR and in ex-
plaining tail behaviour. This conclusion partly corrobo-
rates the current pre-print by Ardia et al. (2018) which
picks two-regime models as being superior to single-
regime ones. We also considered Bayesian estimation
with diffuse priors as presented in Ardia et al. (2016).
Alas these gave an inferior forecasting performance and
the regime persistence present in the maximum likeli-
hood version for tMSG2 was lost. One must, however,
not exclude the Bayesian approach outright and onemay
consider expert or empirical Bayes priors, or alternative
Bayesian estimates, to check whether these yield an im-
provement. With the novelty and short history of the
asset in question, however, using the Bayesian approach
effectively may prove to be a challenge.

This study has, on the whole, been an interesting study
in determining the different volatility regimes of the Bit-
coin/US Dollar series. Nonetheless, we feel that the ever
changing landscape of cryptocurrencies makes it prema-
ture, as yet, to use this type of volatility analysis as a
reliable forecast of risk. As has beenmentioned, the MS-
GARCH model in this paper is strongly linked with hid-
den Markov and relatedmodels, and aside from inferring
the different volatility states such an asset goes through,
trying to determine whether such models can be used
to identify ’bull’ and ’bear’ market phases would also
be interesting approach to consider in the future. In-
deed, volatility and bull/bear behaviour are intricately
linked, and one could potentially use the former to infer
the latter.
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The assessment of the current state of the citizens’ social 
welfare in crisis situations and use of simulations is 
challenge of today crisis management, especially in support 
of decision making, as well as the comprehensive 
evaluation of the risks threatening in the process of 
providing the overall support for the citizens in crisis 
situations. In this paper we deal with welfare system as part 
of the economic measures for the state of crisis in the Slovak 
Republic and also the position and tasks of the centres of 
the social welfare for the citizens in crisis situations at the 
level of the local state administration is analysed. One of the 
main task of our team is to develop models and scenarios 
that can be used as a supporting materials and background 
for exercises within the constructive simulation in crisis 
management. The team use this approach in specialized 
Laboratory of Modelling and Simulation of Crisis 
Phenomena for Improving Efficiency of Decision Making 
at the University Science Park of the University of Žilina.
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The security of the Slovak Republic is based on the 
political, economic, humanistic, legal, social, cultural, 
historical, military and strategic, internal security and 
ecological elements and their mutual links. It represents a 
structured multidimensional system that protects:
• the lives, freedom and property of the citizens,
• the society with its intellectual and material values,
• the state as a whole (unit).

The achieved level of the state’s security is very closely 
connected with the real needs of the society which wants to 
feel safely with the current and potential threats on the one 
hand and with the international reputation, economic 
opportunities, technological prerequisites, human potential 
and a whole range of other assumptions on the other hand. 
The security system of the state represents the institutional 
and functional expression of the state’s security policy. It is 
a system of the public administration’s institutions, forces 
and means of the military forces, armed security units, 

emergency units and services, corporations and self-
employed persons, the appropriate legal standards, mutual 
links and relations through which the security of the state, 
its citizens, material values and environment are ensured. 
An appropriately working security system is thus an 
inevitable assumption for achieving the state’s overall 
security.
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The security environment from the global point of view but 
also from the viewpoint of every country or region changes 
and develops continuously. It is modified by a whole range 
of external as well as internal factors out of which majority 
is of a stochastic character; however, some of them have a 
strictly deterministic nature. A comprehensive analysis of 
the security environment has always a quasi-objective 
character and is limited by a range of subjective attitudes 
and the rate of accessibility and truthfulness of the input 
data.
The appropriate bodies of the legislative and executive 
powers, prosecution, local state administration, territorial 
self-government as well as the corporations and self-
employed persons have responsibility for guaranteeing the 
security of the state in the range of determined scope of 
authority and in the framework of the stated competencies. 
The security state of the country is created by sub-systems, 
management areas of the security system, foreign security 
policy of the state, by providing the defence of the country, 
citizens’ protection, protection of the property and the 
environment, the internal security and order in the country 
as well as the area of ensuring the forces, means and 
resources inevitable for the activities of the security system 
comprehensively.
The area of the Slovakia’s security system is created by 
bodies of the public power of the state and the corporations 
and self-employed persons which continually ensure 
planning, organising, coordinating, realising and checking 
the decisive measures for ensuring the constant 
functionality of the security system. The Slovak 
government and its Ministry of Defence and Ministry of 
Interior play the most important role here. It is linked with 
the area of the foreign security policy created by the bodies 
of the state’s public power, especially the Ministry of 
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Foreign and European Affairs of the Slovak Republic, the 
Ministry of Defence, Ministry of Interior and Ministry of 
Economy of the Slovak Republic. They make decisions and 
carry out activities in the area of forming a stable external 
security environment. The area of defence is created by the 
state’s public power bodies and the corporations and self-
employed persons that create assumptions for ensuring the 
state’s defence, preparation for the state’s defence and for 
fulfilment of the obligations resulting from the international 
treaties concerning the common defence through their 
activities and measures. The area of protecting the citizens, 
property and environment as well as the internal security 
and order in the country is formed by the bodies of the state 
power and appropriate corporations and self-employed 
persons whose activities and measures ensure prevention 
and solve the threats of the non-military character.
The area of ensuring the necessary prerequisites is the last 
sphere of the security system. It is created by the state’s 
public power bodies and corporations and self-employed 
persons participating in ensuring the material and technical 
prerequisites. Their activities and measures form 
assumptions for ensuring the functionality of the individual 
sections of the security system. One part of this area is e.g. 
the System of Economic Mobilisation, the state material 
reserves, but also the critical infrastructure elements. The 
result of their activities is especially the summary of the 
organisational, economic, material and technical and 
financial measures without which it would not be possible 
to solve any major crisis situations.
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The common crisis events can escalate into the State of 
Crisis (SoC) which we perceive as the crisis situations. In 
the law of the Slovak Republic (SR) there are 4 SoCs with 
corresponding examples of the crisis situations: State of 
Emergency (SoEm) (e.g. severe floods, severe earthquakes, 
major industrial accidents, etc.), State of Exception (SoEx) 
(e.g. riots, terrorism, etc.), State of Ware (SoW) (e.g. the 
threat of military aggression, threat of the war declaration, 
etc.) and War (e.g. war outside or inside the SR borders) 
(Hudák et al. 2013). The SoCs are legal states declared by 
the government of the SR and characterised by the fact that 
their solutions are no longer sufficient by the common 
forces and resources of the integrated rescue system. In 
order to deal with the SoC specific measures are used 
(economic mobilisation, state material reserves, directive
public restrictions, using of armed forces, etc.) which can 
vary depending on particular CS solution requirements. For 
references see (Act No. 179/2011) and (Decree 2011).
The economic mobilisation (EM) is one of the basic pillars 
of solving the crisis situations, transformation of economy, 
ensuring the basic needs inevitable for surviving the 
inhabitants and for ensuring the activities of the armed 
forces, armed security units, emergency units of the 
integrated rescue system and subjects of the economic 
mobilisation.
The EM system fulfils a whole range of measures which 
belong to the competencies of the economic mobilisation. 
The particular EM subjects are established according to the 
law or by decisions of the competent body. They represent 
especially individual bodies of the state administration, self-

government (72 district offices, 2,930 villages and towns, 8 
regional territorial units) and defined entrepreneurial 
subjects (also budget and state-funded institutions) which 
will carry out specific activities and measures (several 
hundreds of subjects) during the state of crisis in the area of 
production, trade, services, finance, social welfare and 
healthcare and realise specific activities and measures in 
selected spheres of the out-of-economy social 
superstructure and other institutions (Slovak Radio and TV, 
National Bank of Slovakia, the Treasury, Social Insurance 
and public universities). Those subject ranked in the EM are 
preparing for realising particular EM measures already 
during the state of security and carry them out after 
declaring some of the states of crisis or based on an order of 
the competent body.
The EM measures ensure fulfilling the basic functions of 
the state during the states of crisis and their financing is 
carried out by the state from the financial means of the state 
budget. The EM measures can be divided to the general and 
specific ones. The general measures are fulfilled by all EM 
subjects. The specific measures are fulfilled only by those 
subjects whose duty results from their position in the crisis 
management system or their tasks determined by the 
decision of the competent body.
The Ministry of Labour, Social Affairs and Family of the 
Slovak Republic activates and creates the Centre of 
Concentrated Social Welfare (CCSW) for ensuring this 
comprehensive social assistance. The CCSW is a place of 
concentrated activities of institutions providing the social 
welfare during the crisis situations. The decisive role is a 
concentrated, fast and proactive assistance for the affected 
citizens and ensuring the social stability. The CCSW is the 
basic element for solving the social welfare during the crisis 
situation which is established in the affected regions as 
close as possible to the hit persons. The determined subjects 
working in the framework of the CCSW organise their 
activities in such a way that the persons hit by the 
consequences of the crisis situation can receive all relevant 
things resulting from the law within 30 days from the first 
contact with them. 
The Ministry of Labour, Social Affairs and Family of the 
Slovak Republic, the Centre of Labour, Social Affairs and 
Family, the labour, social affairs and family offices, the 
National Inspectorate of Labour and inspectorates of labour, 
Social Insurance Company, Institute for Working 
Rehabilitation of Disabled Citizens, Institute for Labour 
Recovery of Citizens, Rehabilitation Centre for Blind and 
Partially Sighted Persons, regional territorial units, towns 
and villages, legal entities and self-employed persons and 
NGOs dealing with activities in the area of social welfare 
(Methodological Guideline No. 16053/2014) belong to the 
subjects participating in the CCSW activities.
After activating the CCSW the obligation of the labour, 
social affairs and family offices, the affiliations of the Social 
Insurance Company, the National Inspectorate of Labour 
and the regional territorial unit and other institutions have 
to provide employees for its needs according to their 
territorial scope. After activating the CCSW the 
municipality provides space for its activities free of charge 
and during the crisis situation the natural persons are 
obliged to submit to the social welfare organisation.
The possibility to establish the CCSW is a relatively new 
measure in the framework of the social welfare system for
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the citizens’ needs during crisis situations. Its effective 
work depends on the preparedness of the competent 
employees as well as on the quality of the crisis plans. 
Several exercises have been carried out for verifying the 
functionality and preparedness of the CCSW. In the 
framework of them the CCSW activities were trained and 
subsequently adapted or adjusted for the needs of practice 
through identifying the problems. There were realised 
exercises into which the CCSW were also implemented. 
One of the primary requirements of the current crisis 
managers for solving the aforementioned situations (but 
also others) is to have an access to the actual data from any 
place (as mentioned before the CCSWs are field 
workplaces) and the possibility to exchange the information 
between the involved subjects quickly to ensure adequate 
help for the affected inhabitants in the shortest possible 
time. At the same time the solution of such situations 
requires a comprehensive planning of tasks, resources and 
procedures in all spheres of the economic and non-
economic superstructure of the state (also the social 
welfare), the preparation of the involved subjects in the state 
of security and an effective way of managing and 
coordinating their activities during the crisis situation. To 
support the fulfilment of these requirements the EM system 
utilises the centralised unified information system of 
economic mobilisation - UIS EM – and its specific 
application programme EPSIS® JISHM (furthermore only 
EPSIS). The employees of the Crisis Management 
Department worked out the technical and operating 
requirements in the process of procuring this information 
system (based on the assignment of the Ministry of 
Economy of the Slovak Republic). 
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The specific programme EPSIS is a supporting programme 
that is used for the purposes of Economic Mobilization and 
for the crisis management in the Slovak Republic subjects, 
pointing especially at the current state and use of the 
specific application program of the “The Unified 
Information System of Economic Mobilization” with the 
trade mark EPSIS® JISHM – in Slovak Republic and its 
development in respect to user’s requirements and building 
of resilience in the whole system. Some of these subjects 
are also bodies of the crisis management system. It serves 
for making decisions of the crisis management bodies 
during preparation for solutions as well as during the 
solution of a crisis situation itself and reducing the impacts 
of a crisis situation. The information system is only one aid 
which is to make the crisis manager’s operation during 
making decisions for coping with the crisis situation or 
solving the crisis situation easier. During the state of 
security, the programme EPSIS is used for planning the 
realisation of the EM measures and for collecting data about 
the necessary resources (about the staff, material, energy, 
transportation, etc.) as well as for collecting data about the 
subjects and objects that can be used for solving the crisis 
situation. 
 

 
Figure 1 Map of assigned social benefits by the labour offices 

for the inhabitants of the affected villages in the framework of 

solving the crisis situation in EPSIS 

Legend (to the Figure 1): 
GIS – Prehľad dávok UP = GIS – Benefits overview of the Government 
Office of Labour, Social Affairs and Family of the Slovak Republic 
support, Obec = Village (Commune), Úrad práce = Government Office of 
Labour, Social Affairs and Family of the Slovak Republic, Vypnúť = Exit 
(the programme), Nástroje = Tools, Výber = Selection,  
Výpočet = Calculation, Pomocník = Help. 
 
The Ministry of Economy of the Slovak Republic creates a 
basic model composed of general modules which can be 
extended by specific modules based on the requirements of 
other EM subjects. These models can be used as a 
supporting materials and background for exercises within 
the constructive simulation in crisis management. They 
submit their requirements regarding to realising specific 
EM measures and it requests to include specific functions 
enabling to realise the given measures to the system. E.g. 
the Ministry of Labour, Social Affairs and Family of the 
Slovak Republic and cooperating EM subjects need such 
modules, functions and depictions (see the figure 1) which 
would enable ensuring the social services during the crisis 
situation effectively. On the other hand, the development of 
the programme EPSIS is limited by time and financial 
possibilities of individual administrators of the budget 
chapters. 
In addition to ensuring the preparation of concerned 
subjects, it is also important to prepare controlling units, i.e. 
members of the crisis staff, to ensure an effective way of 
managing and coordinating all activities at the time of the 
crisis. These components also need to create favorable 
conditions in the field of preparation for resolving the crisis. 
An appropriate tool that can be implemented to support the 
training of crisis managers and community crisis staff 
members themselves is simulation. There are examples of 
trainings which were realized by so called „live simulation“. 
One of the biggest trainings that took place in Slovakia was 
the training in 2012 called Havran. 4,800 people in total 
from various areas, such as crisis management, rescue 
services, firefighters, police, or even the CSSA, took part in 
this training. However, such large-scale trainings can be 
performed 1, up to 2 times a year. Our goal is to create a 
platform for practicing trainings that can be done in smaller 
groups and more often. One of the main task of our team is 
to develop models and scenarios that can be used as 
supporting materials and background for trainings within 
the constructive simulation in crisis management. We use 
this approach in our specialized Laboratory of Modelling 
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and Simulation of Crisis Phenomena to Improve Efficiency 
of Decision Making at the University Science Park of the 
University of Žilina.
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The need to support making decisions by information 
technologies is nowadays an inseparable part of the 
decision-making process. EPSIS does not only replace the 
common information systems utilised by the individual EM 
subjects for solving their specific tasks and everyday 
administration activities but it enables coordinating 
activities and management for solving the crisis situations 
from the point of view of the central body (or a supervisory 
body – e.g. Centre of Labour, Social Affairs and Family) 
and executive subjects can (in real time) require completing 
the personal and material resources for carrying out the EM 
measures. In the framework of the social welfare they are 
e.g. completing the technical means for the CCSW 
operation, completing the human capacity necessary for 
settling the citizens’ requirements, etc.
The University of Žilina’s place in the framework of the 
Slovak citizens’ social welfare is especially its active 
participation in the crisis management exercises where the 
university representative, namely the representatives of the 
Faculty of Security Engineering, play the role of referees. 
They supervise the exercises from the professional 
viewpoint and provide the participants with feedback in the 
form of recommendations for more effective management 
of the social welfare of the affected citizens and according 
to the exercise orientation also other areas. The subsequent 
collaboration can help implement the ideas to the 
methodological instructions for establishing, operating and 
managing the CCSWs. Also the programme EPSIS is 
similarly modified and is completed by suitable modules, 
functionalities and elements. Their goal is to solve the social 
situation and on the other hand to achieve the required 
performance of the affected citizens, i.e. to help them in 
their social situation as quickly as possible and in a suitable 
form. For details and references see (Zanicka Holla, K. and
Moricova, V., 2011), (Holla, K., 2007), (Lovecek, T. et al., 
2016), (Dvorak Z. et al., 2017) and (Vichova K. et al., 
2017).
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