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Preface  
 
 
 
 

 
 
 
 

Dear Participants, 
 
A warm welcome to everyone attending the 20th GAME-ON conference at Breda 
University of Applied Sciences in the south of the Netherlands. We like to think that 
Breda is a mini Amsterdam but with the friendly warmness found “south of the river”. 
The city is full of interesting stories, from a Dutch “trojan horse” boat that surprised 
the occupying Spanish in 1590, to a German tank monument of the very same one 
stolen by the liberating Polish army in 1945. We hope you enjoy your time here and 
have a chance to see some of this history and architecture. 
 
For game developers and researchers these are exciting times. Technology available 
is amazingly capable, yet accessible and enabling ever more innovative and realistic 
experiences. Technology of virtual and augmented reality continues to evolve and 
bring new dimensions to what a game can be. Next generation hardware moving to 
stream ever more realistic environments and characters - maybe even streaming 
your presence into the game world itself. And how do we make such large and 
innovative experiences, well it may leverage the power of procedural practises and 
intermix this with the maturing of deep learning approaches. This is fast evolving. 
 
GAME-ON’2019 is being hosted by Games @ Breda University and we hope we can 
inspire you in some of these fast evolving areas. Established in 2006 the Games 
programme set out to create graduates that meet the quality needed to be 
immediately effective in the games industry. To do this we always aim to have 
applied research that interests and attracts industry game developers, this illustrated 
by our strong relationships with Sony, Ubisoft and SideFX to name a few. And that is 
why hosting GAME-ON is important in sharing the exciting developments in the area 
of game development and research. 
 
We are looking forward to a number of exciting keynotes. Phoenix Perry, from 
Goldsmiths, will be sharing how games can smartly make better use of various 
hardware sensors to improve the gaming experience. Olivier Dauba, the VP at 
Ubisoft Editorial, will be sharing insights on how games could better support cognitive 
development. Liliana Vale Costa, from Universidade de Aveiro, will present how 
games and the psychotherapy process can intermix and the challenges that arise. 
Iris van der Meule, from AKV St.Joost, will explore how the new medium of VR brings 
new creative challenges and opportunities for environmental story-telling. 
 
The time and effort of many people have helped make this conference happen. We 
would particularly like to thank Josephine Lappia, Professor Mata Haggis-Burridge 
and Mariska Kusters for their time and effort in helping our academy host the 
conference. And last but not least, none of this would not happen without Philippe 
Geril coordinating and bringing everything together. 
 

IX



We welcome everyone to GAME-ON’2019 and hope you enjoy the time in Breda and 
leave inspired. 
 
 
 

Breda, September 2019 
 

Robbie Grigg 
Breda University, Breda, The Netherlands 

GAME-ON’2019 General Conference Chair 
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ABSTRACT 
 
Game design research and game studies regularly define the 
notion of gameplay even if it is sometime considered an 
elusive word. These definitions are built on past game and 
play research in humanities or on a few game designers’ 

opinions. In the second case, the handbooks or material used 
are limited. In this paper, we analyse a sample of 24 game 
design handbooks to compare their formal definitions of 
Gameplay and the way they use the word. We identify 
several common notions or characteristics in their 
approaches that may help us to build a more accurate 
definition of gameplay. 
 
INTRODUCTION 
 
In the game design research field Gameplay seems to be a 
magic word that avoids clear meaning. Its elusive aspect is 
mentioned in game design books as in Rollings and Adams 
(2003) or Crawford (1982). For Hiwiller (2016) it should 
even be totally ban from game design discussion during the 
making of a game: instead of saying that the gameplay is not 
working it’s more efficient to identify the precise source of 

an issue, as for instance the camera setting, or a parameter of 
a game object. If this position sounds legitimate, the word 
gameplay is widely used in discussion about game. As an 
illustration, in the 24 game design handbooks that are the 
core material of this study, the word gameplay is cited more 
than 4.500 times, with an average one citation per 2.5 page. 
Even if this word seems elusive, it is also necessary to 
communicate about game. It has a role in the game lexical, 
for design and production, but also for critics, players and 
game studies. 
When game studies delimit the meaning of gameplay it often 
starts with definitions from game design handbooks, 
considered as representative material from the practice. For 
instance Juul (2005) starts with Rouse (2004), Ermi (2005) 
used Crawford (1982). If sometimes the authors use multiple 
game design books as sources as Guardiola (2016), it is still 
far from an exhaustive state of art. A good starting point to 
improve the understanding of gameplay can be to explore a 
larger sample of game design handbooks instead of using a 
few. In our research we propose to go deeper into the 
resource coming from the practice and see how their authors 
are dealing with gameplay. Are there common notions or 
characteristics in their approaches that could help us to build 
a more accurate definition?  

METHODOLOGY 
 
The core method is to explore a large sample of game design 
books to compare their use of the word “gameplay” or, if 

available, compare their formal definitions of it. This section 
presents how we choose the books and collect the material.  
 
A Selection Of 24 Handbooks  
The selection have to be composed of game design books in 
English and available in a digital format to allow research in 
the text. We try to be as exhaustive as possible. 
The eligible titles must offer tools, models or methodologies 
for game designers, in other words handbooks providing 
examples from the industry. The content must concern game 
design in general, without specialization in a type of game 
(ie board games, serious game, casual games etc.). They 
should avoid partial approach of the task. For instance it 
excludes books exclusively on narrative or level design. One 
of the author must have released at least one game on the 
market. This fact was checked through the author bio and, 
when possible, with web site dedicated to game credits as 
Moby Games (www.mobygames.com)  
The selection includes game design books widely cited by 
academics works and popular titles. By popular we mean 
that users are recommending them on online reviews or 
rankings  
We get digital copies of most of the identified titles (.pdf, 
.epub, .chm).  When the digital versions were not available, 
we contacted directly the authors to ask for these files. On 
the 26 book identified, we end up with 24 useful files. 
 
Analyse The Books 
The digital copies of the books allow to track the presence of 
the words “gameplay”, “game play” or “game-play”.  The 
hits includes the variations “gameplayer” and 
“gameplaying”. 
The main goal is to extract a definition from each of the 24 
books. There are three situations. Some of the books offer 
formal definitions, for instance in specific section on 
gameplay or in the glossary. Some others don’t.  For these 

ones we have to go through the numerous citations looking 
for an explicit reference that could be used as a definition. 
For instance, the reference could be integrated in the 
description of the template of a game design document, in 
which the author explains what is expected in the gameplay 
section. Some books does not provide any definition or side 
definition.  Then the method consists in looking for typical 
use of the word gameplay as in sentences like “the gameplay 

of this game is”. 
During the analysis, the method is to identify common 
notions, terms or principles shared by several definition.  
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Then we want to weight each these notion by counting how 
many time they appear among the 24 definitions. 
The definitions are split in two tables in annexes of this 
papers. Annexe 1 for the books with formal definitions of 
gameplay, and Annexe 2 for the books without it. 
 
ANALYSIS 
 
General Comments 
The final selection of 24 books is covering a period of time 
from 1982 to 2016.  There are 26 different authors involved, 
with multiple apparitions of Adams, Rollings or Crawford. 
On the 24 books 11 provide formal definitions, 6 have side 
definitions, and the remaining 7 require to use other type of 
citations, most of the time an extract where the author 
describes an example of gameplay from a game.  
Annexe 3 shows the books with their number of pages, the 
number of “gameplay” citations, and if it is present in the 
index or in the glossary. Note that the citations include the 
ones in summaries, index, or chapters titles repeated on 
several pages. Nevertheless the first observation is the 
surprising low number of formal definitions (7) or presence 
of “Gameplay” in the glossary (2) regarding the important 

amount of citations in the books (4566).  “Gameplay” is 

widely used, sometime presented as a critical part of the 
design and production work, even if it is not often explicitly 
defined. Rouse, Adams and Rollings are the most likely to 
cite it, and they also provide definitions. Hiwiller has the 
lowest ratio of “gameplay” citation per pages (1 per 34 

pages) due to his position on the elusive aspect of the word. 
 
From The Definitions 
Exploring the 24 definition (or use of the word gameplay) 
we identify several notions that are shared. Sometimes the 
notion is represented by a word (ie. “player” “Challenge”), 

sometimes it’s a principle that takes many forms (ie 

“Permitted by or emerging from”).  
The “Player” is directly mentioned in most of the definitions. 

With 17 occurrences, the player is the most shared aspect of 
gameplay. The notion of player is also present indirectly.  
For instance “you” in Todd (2007) definition could refer to 

the player.  
By “Action, verbs” we consider several aspects of it. It could 

be a cognitive or sensorimotor task (thinking, choosing, 
looking), it could describe the use of an input (press fire), or 
can be cited as an in-game manifestation (jumping). Action 
or verbs are directly present in 15 definitions. 
 “Interaction with” includes expressions like “interaction 

with an object”, but also the presence word like 

“interactivity”. It is cited 8 times directly, and could 

potentially be interpreted from Koster (2013) citation 
“exercising power over content”. 
“Challenge, performance” are named 7 times directly.  It 

could also been perceived in Crawford (1984) “Cognitive 

effort” or Koster (2013) “Mastering responses to situations”  
“Permitted by or emerging from” is a more elaborated 

notion. This principle is evoked in different manners in the 
definitions. It refers to the fact that gameplay is permitted by 
or emerges from mechanics/ rules/ object. It could sometime 
be directly stated as in Adams and Dormans (2012) “The 

actions that are related to challenges are governed by the 
game mechanics”, or in Sylvester (2013) “Core Gameplay is 

what emerges from the irreducible mechanics of a game”, or 

in Rogers (2014) “Video game mechanics are objects that 

create gameplay when the player interacts with them”. With 

different wordings, other authors evoke the causality 
between certain game elements and the gameplay.  In Bartle 
(2003) “the means by which the environment introduces 

goals for the players is called gameplay”. For Rouse (2004) 

“gameplay is the degree and nature of the interactivity that 
the game includes”. For Anthropy and Clark (2014) 

gameplay could be seen as the result of the combinations of 
verbs and objects, gameplay emerging from rules. 7 extracts 
from the definitions seems to share this causality. 
The 6 “Environment” or “game world” or “simulated 

environment” mean the space where the gameplay takes 

place. It could also be the target of the interaction.  
The 5 “Emotion” cover any sort of reference to emotion.  It 

includes “pleasure” “felt” “enjoyable”. 
Other words are shared a very few times by some 
definitions.  For instance, “Goal” “Choices” and 

“Feedbacks” appeared 3 times each.  
 
Some Insight From The Others Citations Of Gameplay 
A large set of gameplay citations was explored in the 24 
books. Aside the main work on definition we also 
investigate the connection of gameplay to other topics as for 
instance level design or narration for further researches. 
Doing this we cross some other interesting notions related to 
gameplay.  
Some aspects of gameplay are presented by several authors 
as obvious statements. Gameplay has a qualitative level, 
could be good, bad, and everything in the middle. The nature 
of the criteria could diverge. Also gameplay is a critical 
aspect of the game design task, but not always the most 
important one. Rollings and Morris (2003) rank interactivity 
first.  
We also regularly found expressions like “during gameplay” 

“duration of gameplay” that frame it into a moment in time. 

Mention to space as “gameplay areas” or “arena” is also 

frequent, in particular when it comes to level design.  Time 
and space perception of gameplay is formally connected to 
the game content.  It seems natural that the game design 
defines phases, durations, triggers, environments where the 
gameplay takes place. This position reinforce the “Permitted 
by or emerging from” notion that we identify in several 
definitions.  
 
DEFINITION PROPOSAL AND DISCUSSION 
 
From the 7 most shared notions identified in the definitions 
we can try to set up a new one, reflecting the game design 
perspective on gameplay. A first try is to simply cite the list 
of elements. Something like: Gameplay consist in the player, 
actions, challenges, interaction, emergence, environment 
and emotion. 
To come with a more meaningful one, we try to articulate 
the notions. We order the elements to be in line with the way 
theses notions are expressed in the original set of definitions. 
This is our proposition:   

The Gameplay consists of the actions performed by the 
player when involved in a challenge. It emerges from the 
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emotionally-charged interaction between the player and the 
game components. 

 “Actions” should be understood as all type of player’s 

intentional activities, including pure cognitive ones, making 
choices, use of the senses (etc). Also, the expression “game 

components” suggests the game world, the rules, the objects 

and other potential constitutive formal elements. If these 
terms do not fit well, we would appreciate suggestions for 
more inclusive solutions. Another approach could be to 
expend the definition to integrate all the meaning of notion. 
In the field is game design research, one of the goal is to 
offer a better understanding of the models involved in the 
design processes. Did these components and this definition 
reflect the practice? 
During the development of a game, it could be asked to 
define the gameplay of it. The answer is often an action in a 
challenge like “jumping over enemies to reach the end of the 

level”. These “player’s actions” are visible in formal 

representations of gameplay. For instance in some game 
design documents this visualisation takes the form of a flow 
chart that connects cells named by the player’s actions 

(Guardiola 2016). The “interaction with” is an obvious 

central aspect of the production of gameplay. As an example 
among many others: the design, coding and art production of 
feedbacks. These formal components of the interaction help 
the player to understand the impacts of her/his actions in-
game or, should I say, during gameplay. About the 
“emerging from game elements” characteristic: the designers 

set up the challenges by assembling elements of the game as 
objects, mechanisms, and balance their parameters. This 
process of facing player’s skills to game elements is 

sometime rationalize into processes, as for instance the 
rational design method applied Rayman Origins (McEntee 
2102).  
If all the previous characteristics of the definition have some 
visible existence in game production, the emotion aspect is 
not systematically documented or managed. Creating the 
engagement, the tension of challenge or the pleasure of play 
is less formalized but still present. In most of the cases 
developers want to induce these emotions. Playtests and 
focus groups are eventually conducted to try to evaluate 
these aspects of the experience, using questionnaires. 
To open the discussion, we can compare the definition and 
components to those given by several books with a high 
impact in game studies. Are there interesting mismatches? 
“Game play is the formalized interaction that occurs when 
players follow the rules of a game and experience its system 
through play.” (Salen and Zimmerman 2004) 
“The way the game is actually played when the player tries 
to overcome its challenges it its gameplay. The gameplay is 
an interaction between the rules and the player's attempt at 
playing the game as well as possible.” (Juul 2005) 
“For the sake of this discussion we define gameplay simply 
as the structures of player interaction with the game system 
and with the other players in the game. Thus, gameplay 
includes the possibilities, results, and the reasons for the 
players to interact within the game.” (Bjork and Holopainen 
2005) 
The “permitted/emerging” aspect is never mentioned 

explicitly in these definitions. The challenge is only named 
in Juul’s proposal. The emotional aspect of gameplay does 

not appear in any of these three contributions. The reason of 
these absences can be the small amount of resources on 
gameplay available at the time. Exploring a larger sample of 
game design handbooks, with many published after 2005, 
can add some characteristics to the previous game studies 
definitions of gameplay.  
We can also confront this definition or this ensemble of 
notions to the current gameplay analysis methodologies. For 
instance: in their proposal of formal analysis of gameplay 
Lankoski and Björk (2015) introduce “Components”, 

“Actions” and “Goals” as primitives. If “Components” and 

“Actions” are resonning with the findings from the game 

design books, the “goals” is not. We might be abble to 

investigate new approach for analysis, taking in accounts the 
characteristics identified. 
 
CONCLUSION 
 
“Gameplay” is considered as a word that covers a large 

range of meaning but is widely cited in the game design 
work. Investigating how it is used and defined in a large 
sample of handbooks, we find many common characteristics 
and a possible common definition.  
24 game design books were selected to conduct our analysis.  
From their definitions of gameplay, or their typical use of 
the word, we found 7 characteristics that are shared from 5 
to 17 times.  From this material, a new definition is 
suggested: The Gameplay consists of the actions performed 
by the player when involved in a challenge. It emerges from 
the emotionally-charged interaction between the player and 
the game components. Compared to the game design task, 
this definition and the characteristics fit with the practice.   
Even if our contribution provides a framework to think 
about the gameplay, it does not reduce neither handicap the 
creative aspect of it. The player’s actions, the nature of the 
interaction, the game elements, and the emotions are as 
many elements that could be interpreted subjectively or in an 
infinite number of perspectives. 
In comparison to some past definitions from the game 
studies this contribution increases the range of the 
characteristics of gameplay.  We hope also that it can help 
for the design of future methods for the visualization, 
formalisation, and analyse of gameplay. 
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ANNEXES 
 

Annexe 1: Game design books with formal definition of 
gameplay 

Books with 
definitions Gameplay definitions 

Andrew Rollings and 
Ernest Adams on 
Game Design 
(Rollings and Adams 
2003) 

chapter 7 in the section Defining Gameplay:  One or 
more causally linked series of challenges in a 
simulated environment 
(later in chap 7:) You will recall from Chapter 2 that 
gameplay consists of the challenges the player faces, 
plus the actions she can take to overcome them. As 
we said previously, designing the gameplay is one of 
your most important design tasks. 

Game Mechanics 
Advanced Game 
Design (Adams and 
Dormans 2012 

Chap3 p43: We define gameplay as the challenges 
that a game poses to a player and the actions the 
player can perform in the game. Most actions enable 
the player to overcome challenges, although a few 
actions (such as changing the color of a racing car or 
chatting) may not be related to challenges. The 
actions that are related to challenges are governed by 
the game mechanics. An avatar can jump only when a 
jumping mechanic has been implemented in the game, 
for example. 

Designing Virtual 
Worlds (Bartle 2003) 

Chap 1, Section Some Definitions, p2: the human 
beings who interact with the simulated environment 
are known as players rather than users; the means by 
which the environment introduces goals for the 
players is called gameplay; the activity of interacting 
with the environment is referred to as playing 

Gameplay and Design 
(Oxland, 2004) 

p7: I believe gameplay is the components that make 
up a rewarding, absorbing, challenging experience 
that compels the player to return for more, time and 
time again. It sits at the heart of a game that cannot be 
seen as a dimensional entity, but only felt from a 
superbly woven and captivating world of interactive 
challenges that stimulates your every sense. 

Game Design Theory 
and Practice,  2nd 
Edition (Rouse 2004) 

pXX, section What Is Gameplay?: A game’s 

gameplay is the degree and nature of the interactivity 
that the game includes, i.e., how players are able to 
interact with the game-world and how that game-
world reacts to the choices players make.  

The art of computer 
game design  
(Crawford 1984) 

p20 gameplay section: Game play is a crucial element 
in any skill-and-action game. This term has been used 
for some years, but no clear consensus has arisen as to 
its meaning. Everyone agrees that good game play is 
essential to the success of a game, and that game play 
has something to do with the quality of the player’s 

interaction with the game. Beyond that, nuances of 
meaning are as numerous as users of the phrase. The 
term is losing descriptive value because of its 
ambiguity. I therefore present here a more precise, 
more limited, and (I hope) more useful meaning for 
the term "game play". I suggest that this elusive trait 
is derived from the combination of pace and 
cognitive effort required by the game.  

Basics of Game 
Design  (Moore 2011) 

P4: The actions a player performs during a game 
constitute the game play.  Each game genre has its 
own set of actions, although many games share 
common action, such as moving objects around on the 
screen. Simples games have few actions for the player 
to perform while complex games can have many 
actions. In the classic arcade game pong, for example, 
the players only have to move a paddle up and down 
the screen to intercept a moving ball and send it 
flying back at, and hopefully by, the other player (see 
figure 1.1).  In a first-person shooter, the primary 
focuses are on moving a character through the game 
world and shooting AI-controlled enemies - and 
sometimes other players in deathmatches).  There 
might be several different kinds of movement -
running, walking, jumping, learning, crouching, and 
so on.  There are also a number of different weapons 
the player can collect and wield during play. 
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Game Architecture 
and Design - A New 
Edition (Rollings and 
Morris 2003) 

Dedicated section P59 (...) Now, suppose the priest 
has two kinds of spells, each of which cost him the 
same number of magic points. One spell injures the 
enemy (we’ll call those “E-Bolts”), and the other 
heals injuries to your own group (we’ll call those 

“Band-Aids”). Which should he cast during a fight? 
(...) There’s no easy answer. It depends on lots of 

things. That makes it an interesting choice. And 
that’s what gameplay is all about. (…) Sid Meier 
said, “A game is a series of interesting choices.” To 

be worthwhile, gameplay choices must be non-trivial.  

fundamentals of game 
design - 2nd edition 
(Adams 2009)  

In part one chap 9 dedicated + in glossary p640: 
gameplay The challenges presented to a player and 
the actions the player is permitted to take, both to 
overcome those challenges and to perform other 
enjoyable activities in the game world. 

21st Century Game 
Design (Batemann and 
Boon) 2005 

In section Gameplay versus Toyplay, p54: We would 
therefore choose to define a toy as a ‘tool for 

entertainment’, and a game as ‘a toy with some 

degree of performance’. Every game that can be 

conceived will include some degree of performance, 
either in the form of victory conditions to be 
achieved, failure conditions to be avoided, or metrics 
to measure progress. This in turn leads to two useful 
definitions: gameplay, defined as ‘performance-
oriented stimulation’ and toyplay, defined as 
‘unorganised stimulation’. 

Players Making 
Decisions  (Hiwiller 
2015) 

p78: in A NOTE ON “GAMEPLAY”: I try to avoid 

using the word gameplay. What is usually meant by 
the term is the experience of playing a game. 
however, it is a milquetoast cop-out of a word that 
keeps the writer or designer from really explaining 
what he is talking about. When you say a game has 
“good gameplay,” what does that even mean? that it 

controls fluidly? that it has interesting dynamics? that 

the rules make sense? that it is fun for its target 
players? that it meshes with its theme well? these are 
all more precise and useful descriptions. 

 

Annexe 2: Side definitions and sample of the use of 
“Gameplay” in Game design books without formal 

definitions 

Books without 
definitions 

Side definitions or meaningful samples using 
“Gameplay” 

Designing Games 
(Sylvester 2013) 

p332: CORE GAMEPLAY is what emerges from the 
irreducible mechanics of a game at the bottom of its 
dependency stack. Remove everything that can be 
removed without making a game emotionally 
worthless, and what’s left is core gameplay. 

Game Design 
Workshop - 2nd 
Edition (Fullerton 
2008) 

p209: The core gameplay mechanism, or “core 

mechanic,” can be defined as the actions that a player 

repeats most often while striving to achieve the 
game’s overall goal. 

Game Design - Second 
edition (Bates 2004) 

Section on concept document p205: Gameplay - 
Describe what the player will do while he’s playing 
the game. Emphasize any new twists to the genre that 
your game provides. 
And p274 in Game proposal document template: 3. 
Gameplay - A paragraph that describes what kinds of 
actions the player can perform during the game. 

David Perry on Game 
Design (Perry and 
DeMaria, 2009) 

What is expected as gameplay in a pitch: P515: It 
always surprises me that someone can work for hours, 
weeks, and even months on a game concept and not 
be able to describe the gameplay to me. I ask them, 
“Can you describe in detail what the player will be 
doing when playing your game?”  

Games, Design and 
Play (Macklin and 
Sharp 2016) 

About the use of play/gameplay, epub p16: One of the 
first things you will notice about this book is the 
emphasis on play and play experiences. In fact, 
throughout the book we use gameplay and play 
experience interchangeably. We do this to challenge 
our mind-set about games. Instead of focusing on the 

idea that we are designing games, we prefer to think 
about designing opportunities for play. By play, we 
mean the thinking and actions that emerge when 
we engage with games. 

Chris Crawford on 
Game Design  
(Crawford 2003) 

Side definition in Chapter 6 on interactivity, section 
"History": Interactivity (sometimes called 
"gameplay") is the real schwerpunkt of games. 
(schwerpunkt: center of gravity) 
Typical use of gameplay: Chapter 19 section 
Implementation Woes: The gameplay was simple: The 
player would use a cursor to designate a person to be 
called. Pressing the button would select that person, 
whose telephone would ring with an appropriate 
jangling sound and the handset jiggling on the 
telephone base. The person called would pick up the 
handset with a simple three-step animation, hold it to 
his or her ear, and say something like "Air-oh?",(…) 

A Game Design 
Vocabulary (Anthropy 
and Clark 2014) 

Sample of "gameplay" citation: P38, description of a 
group activity than: Using one of the verbs that you 
just discussed, come up with an idea for a game that 
develops this verb. This could involve special objects 
that help develop the verb, such as an object that the 
player can jump on to change the direction of gravity 
or the entire view of the game world or multiple verbs 
in conjunction with each other, such as a gun that 
changes objects into jumping platforms. Talk about 
what kind of gameplay might result from these 
combinations of verbs and objects. 

Game Design 
Foundations (Pedersen 
2003) 

Describing gameplay of Delta Force Urban Warfare 
p76: Diverse, intense gameplay includes wild shoot-
outs combined with stealth tactics, close quarters 
combat (CQC) with strategic infiltration, time-
sensitive ops, sniping, and demolition.  

Game Design From 
Blue Sky To Green 
Light (Todd 2007)  

Describing game elements of halo3 p113: And 
because environment artists are coming up with the 
themes for these crazy spaces, we’re also figuring out 

if there are special gameplay elements, like force 
fields you can’t shoot through, or jump pads that can 

get you places very quickly, and how those relate to 
the overall theme of the environment. 

Game Feel (Swink 
2008) 

About mario64 gameplay prototype, p269: 
Anecdotally, the prototype form of Mario 64 was a 
“gameplay garden,” a test level which included a 

near-final version of Mario, complete with animations 
and moves, and a wealth of different things for him to 
interact with. p322: In a video game, some 
obfuscation is necessary and desirable; if intent and 
action merge, there’s no challenge and no learning, 

and much of the fundamental pleasure of gameplay is 
lost.  

Theory of Fun for 
Game Design, 10th 
anniversary, 2nd 
edition (Koster 2013) 

Samples of "gameplay" citation: p70: Early platform 
videogames followed a few basic gameplay 
paradigms: •  “Get to the other side” games: Frogger, 

Donkey Kong, Kangaroo. These are not really very 
dissimilar. Some of these featured a time limit, some 
didn’t. •  “Visit every location” games: Probably the 

best-known early platformer like this was Miner 
2049er.* Pac-Man and Q Bert also made use of this 
mechanic. 
p164: The core of gameplay may be about the 
emotion I am terming “fun,” the emotion that is about 

learning puzzles and mastering responses to 
situations, but this doesn’t mean that the other sorts of 

things we lump under fun do not contribute to the 
overall experience. 

The Art of Game 
Design, Second 
Edition (Schell 2014) 

Samples of "gameplay" citation: space invader 
gameplay p53: The gameplay mechanic of Space 
Invaders was new, which is always exciting. But more 
than that, it was interesting and well balanced. Not 
only does a player shoot at advancing aliens that 
shoot back at him, the player can hide behind shields 
that the aliens can destroy (or that the player can 
choose to destroy himself). Further, there is the 
possibility to earn bonus points by shooting a 
mysterious flying saucer. 
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p167: Gameplaying is decision making. Decisions are 
made based on information. Deciding the different 
attributes, their states, and what changes them is core 
to the mechanics of your game. 

Level Up! (Roger 
2014) 

Samples of "gameplay" citation: p16: Game genre 
describes the type of gameplay (…) The game genre 

describes the play, not the art or story (…) ■ Action - 
Action games rely on eye/hand coordination and skill 
to play. (…) ■ Augmented Reality—Augmented 
Reality (or AR games) incorporate peripheral devices 
like cameras and global positioning (GPS) into 
gameplay 
p353: Video game mechanics are objects that create 
gameplay when the player interacts with them. They 
can be jumped on, activated with a button press, or 
pushed around.  

 

Annexe 3: gameplay citations per book 
 

Books Pages gameplay (-er; 
-ing) citation 

In 
Index 

In 
Glossary 

(Rollings and Adams 
2003) 648 398 Yes N/A 

(Adams and Dormans 
2012 360 233 Yes N/A 

(Bartle 2003) 768 93 Yes N/A 
(Oxland, 2004) 368 226 Yes No 
(Rouse 2004) 704 776 Yes Yes 

(Crawford 1984) 120 Game play  10, 
Game-play 7 N/A N/A 

(Moore 2011) 400 Game play 129  N/A N/A 
(Rollings and Morris 
2003) 960 474 Yes No 

(Adams 2009)  700 517 Yes Yes 
(Batemann and Boon 
2005) 332 213  No 

(Hiwiller 2015) 480 14 Yes N/A 
(Sylvester 2013) 416 30 No N/A 
(Fullerton 2008) 496 366 Yes N/A 

(Bates 2004) 450 97 

"gamepl
ay 

element
s" 

No 

(Perry and DeMaria, 
2009) 1040 153 No N/A 

(Macklin and Sharp 
2016) 288 53 No No 

(Crawford 2003) 504 53 N/A No 
(Anthropy and Clark 
2014) 240 22 No N/A 

(Pedersen 2003) 384 55 No N/A 
(Todd 2007)  304 117 N/A N/A 
(Swink 2008) 376 30 No N/A 
(Koster 2013) 304 16 N/A N/A 
(Schell 2014) 600 152 N/A N/A 
(Roger 2014) 550 332 Yes N/A 

 

10



11



12



13



14



15



16



17



18



Gender and Play in Goblin Dice

Hamna Aslam, Joseph Alexander Brown, Evgenii Nikolaev, Elizabeth Reading
Artificial Intelligence in Games Development Lab, Innopolis University, Russia, 420500

email: h.aslam@innopolis.ru, j.brown@innopolis.ru, e.nikolaev@innopolis.ru, beth reading@hotmail.com

KEYWORDS
Board Game Design, Affordances, Gender and Game
Design, Player Perceptions, User Testing

ABSTRACT

Ensuring gender equality in game design is important
for creating equal opportunities for fun. This paper
presents an investigation into which factors contribute
to the gender-neutral game design. Goblin Dice has
been examined by both male and female participants.
The tested game has a racing theme and does not in-
clude either a soldier or a princess as the main character
which is stereotyped to be more associated with either
group of participants. The participants were asked to
predict the rules of the game in a specified time without
the rule book. The analysis of participants performance
shows that the majority of the game’s design was equally
intuitive for both genders. While differences in the per-
ception of male and female participants were observed
towards the same object, females seeing it as coopera-
tive, and males seeing it as a competitive aspect. Hence,
gender bias in perceptions exists in games without ex-
plicit gender-based themes.

Introduction

The following is the reaction of a six-year-old girl who
played the board game. Guess Who, in which there were
five female characters and nineteen male characters:

“It is not only boys who are important, girls
are important too. If grown ups get into think-
ing that girls are not important, they won’t
give little girls much care. Also if girls want to
be a girl in Guess Who, they will always lose
against a boy and it will be harder for them to
win. I am cross about that and if you don’t
fix it soon, my mum could throw, Guess Who
out.” The Huffington Post (2012)

The board game manufacturing company responded by
assuring the little girl that they liked her suggestion and
they will consider adding more female characters in the
game. This motivates the demand for games with a
gender neutral design- defined as:

A design that ensures no bias towards any gen-
der through number, color, appearance of ob-

jects as well as game mechanics.

Gender neutral design is an element of the human cen-
tered design process. The philosophy of human-centred
design focuses on making the interactions between hu-
mans and objects as desirable as possible. A desirable
interaction minimizes annoyance, frustration, and con-
fusions, and leaves a positive impression. This research
focuses on human centered design for games and consid-
ers gender explicitly.
While gender aspect is a broad term, our focus is to iden-
tify any patterns in design (if any) that either reduce or
increase the desirability of the object interaction and to
further investigate if such behaviour from a participant
is gender-related or based upon individual preferences.
The tested game does not include objects and features
in the design that have apparent inclination towards ei-
ther gender. The game has been tested by two groups
of participants: males and females. The intuitiveness
of game design for both genders has been analyzed to:
1) Study the game design from a gender equality per-
spective; 2) Observe how and to which extent, male and
female participants perceive the intuitiveness of game
design and determine which factors, if any, make them
understand the game mechanics correctly or incorrectly.
The remainder of the paper includes the game descrip-
tion that has been tested for the study, experimental
setup discussion, results and analysis, the implication of
research methodology and conclusions.

Context

Games are objects which have diversity in terms of their
types, applications and design. Entertainment Stan-
dards Association (2014) shows demographics of com-
puter and video gaming industry in 2014. The gam-
ing industry has a diverse worldwide consumer base.
Fifty-nine percent of Americans play video games with
purchases of games divided fifty percent males and fifty
percent females in the year 2014. In 2016 as presented
by Entertainment Standards Association (2016), among
the most frequent game purchasers, sixty percent were
males, and forty percent were females. In 2017, the num-
bers changed to sixty-three percent males and thirty-
seven percent females, Entertainment Standards Asso-
ciation (2017). One of the speculations for the decrease
in the percentage of female purchasers from the year
2014 to 2017 is the failure to consider gender aspects in
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game designs. With the increasing popularity of gam-
ing industry and a number of users, significant measures
are required to make games serve the purpose they are
intended to for all expected consumers irrespective of
gender, age, or any other human factors. With the in-
creased diversity of game players as shown in Enter-
tainment Standards Association (2016), creating equal
opportunities for all players to receive the intended ben-
efits of the game has become an evolving issue, espe-
cially considering the gender element. This raises the
question, if games are intended to cater both genders,
are they being designed for both genders? Empirical
testing of games is required to determine if the affor-
dances are perceptible to both genders. The number of
female characters in a game as compared to male char-
acters is not the only concern that highlights the issue
of gender equality in games. Laydehgad (2009) refers
to the morally inappropriate representation of female
characters in some video games. In contrast, Sue (2016)
lists board games in which female characters are not
over sensualized. Along with gender portrayal, gender
aspect in game design also needs to be included, Ste-
fansdottir and Gislason (2008) defines design process as
placing and patterning of any act towards a desired goal
and emphasizes on the inclusion of gender aspect in de-
sign innovation processes. Furthermore, Erb (2009) and
Steiner et al. (2009) highlights the significance of the
inclusion of gender-sensitive approach for designing ed-
ucational games to ensure equal opportunities for learn-
ing for both genders. In this context, Steiner et al.
(2009) presents a model that include factors (i.e. a rea-
son to play, competition orientation, preferences, etc.)
for the consideration of gender aspects in educational
video game designs.
Gender studies are crucial to detect and understand the
factors that can narrow gender bias and contribute to
gender equality. In this regard, Holmlid et al. (2006) dis-
cusses the complexities and challenges that might arise
during gender studies. While a simple task was given to
two groups, one consisting of male participants and the
other consisting of female participants, the difference in
actions and priorities of participants has been observed.
Also, the two groups showed different attitudes towards
their instructors, where male participants showed refusal
in following the instructions given by female instructors
this could be anticipated as a gender reaction. Jenson
and De Castell (2010) in their review of thirty years of
research on gender and gameplay concludes that it is
time to pursue gender research without making stereo-
typical assumptions in the beginning.

Methodology

Affordances

The concept of affordances is significant while studying
any design. The term affordance was first introduced

by Gibson in his book, Ecological Approach to Visual
Perception, Gibson (2014). Gibson posits that affor-
dances are part of the environment and are independent
of the individual’s perception. Hence, affordances are
always in the environment to be perceived even when
an individual cannot recognize them. Norman refers to
affordance as a relationship between the properties of an
object and the capabilities of the agent that determine
just how the object could be used, Norman (2013). One
such factor of the relationship is the gender of the agent.
Browne (2015) discusses game design patterns and prin-
ciples that can lead to games which are enjoyed by the
players. The game objects should speak for themselves,
which means to embed the rules in the game design it-
self. This encourages design elegance and clarity and
hence gives the player an enjoyable experience. Some
examples from games have also been demonstrated by
Browne, where the game design has a “poke-yoke” ef-
fect, poke-yoke refers to reducing the player error by
making a design that itself inhibit such errors. Identi-
fying perceptions, Boschi et al. (2018) investigates peo-
ples’ perceptions of fairness about oddly shaped dice.
Peoples’ perceptions of fairness were identified to be in-
fluenced by their past usability experience. Yermolaieva
and Brown (2017) showed that even with objects as sim-
ple as dice — the design could influence play in a game
due to errors caused by the incorrect reading.

Playtesting

Game design exploration and investigation is an old
practice. In the Persian Book of Kings (Shāh-nāmeh),
the great poet Firdausi, gives an interesting account of
how chess made its way from India to Persia, Warner
and Warner (1909).

As the story goes, in the sixth century, the
Raja of India sent the shah a chess set made of
ivory and teak, telling him only that the game
was “an emblem of the art of war,” challenging
the shah’s wise men to figure out the moves of
the individual pieces. Of course, to the credit
of the Persians (this being a Persian story), one
of them was able to complete this seemingly
impossible assignment. The Shah then bet-
tered the raja by rapidly inventing the game of
“nard” (a predecessor of backgammon), which
he sent back to India with the same chal-
lenge. Despite its simplicity relative to chess,
the intricacies of nard stumped the raja’s men.
This intellectual gambling proved to be ex-
tremely costly for the raja, who was obliged
to pay a heavy toll: two thousand camels car-
rying “Gold, camphor, ambergris, and aloe-
wood,/As well as raiment, silver, pearls, and
gems,/With one year’s tribute, and dispatched
it all/From his court to the portal of the Shah,
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Yalom (2004).”

Fifteen centuries later, Daviau (2011) used the same
process by presenting a game to some participants with-
out the rule book. The participants were asked to unfold
the game rules by merely looking at the game objects.
The focus was on investigating the intuitiveness of game
design for the people who had never seen that game be-
fore. Daviau states:

Rules should not explain a game; they should
only confirm what the rest of the game tells
you, Daviau (2011).

The game design investigation method with the removal
of rule books has been demonstrated by Brown et al.
(2019). It is observed that features such as game me-
chanics, game colours, and objects etc. contribute to
developing a player’s conceptual model about the game-
play. Moreover, Aslam et al. (2018) has applied the
same methodology, for examining player’s affordances
and game intuitiveness for different age groups. The re-
moval of rule books gave insight into player’s affordances
and perceptions about design elements. The identifica-
tion of common interaction patterns of players within
the same age group is advantageous for game designers
to initiate an intuitive design process considering the
player’s age and preferences.

Tested Game

For the investigation of gender-sensitive design1 in
board games as well as analyzing the performance of
male and female participants fairly, we had listed the
following criteria about the game that is to be presented
to the participants. We hypothesize, these criteria will
provide an attempt at gender-neutral design.

1. The game objects should be gender neutral, at least
in appearance.

2. The game should not include a dominant character
object that can be classed as either a male (i.e. a
soldier) or a female (i.e. a princess).

3. The game objects should have a mix of colours; not
a predominately pink pallet, which is considered
to be feminine, nor a blue pallet, stereotyped as
masculine.

4. The game should preferably include popular board
game objects such as tiles, a board, dice etc.

5. The basic theme of the game should be simple to
understand, and does not require a prior game play-
ing experience.

Based on the criteria mentioned above, we selected Gob-
lin Dice by Bazylevich (2015), Figure 1. Goblin Dice is a
board game that has twenty-two path tiles, one start and

1This study assumes a gender binary (male/female); partic-
ipants gave an anonymous and self-identified response to their
gender

Figure 1: Game Setup

one finish tile, six goblins, one stone, one stone speed
marker, and twelve dice. It is played between two to
six players where goblins are racing across a path out
running the bolder trying to crush them. The winner
is either the first player to reach the final tile or in the
event that the stone catches up to the goblins, sadly
running them over and flattening them, the last goblin
remaining.

In the beginning, each player gets two dice. The dice are
rolled into the middle of the board simultaneously. The
dice can be used to perform one of two different actions.
If the number on the die matches any of the number on
the bottom of the path tile, a player can move a goblin
forward. If the number on the die matches any number
on the top of the path tile, a player can use special
features of the tile. The game is played in rounds and
continues till a goblin reaches the finish tile or all but
one are flattened by the stone.

Experimental Design

The research methodology has been expanded from
Daviau’s anecdotal study setup, in which games were
presented to participants without the rule books. In a
specified amount of time, the participants had to guess
the rules they could perceive from the game design and
objects, Daviau (2011).

The study is approved by our institution’s research
ethics committee, has been conducted with eighty par-
ticipants, thirty females and fifty males. The partici-
pants were the student of computer science bachelors
and masters program. The average age of male and fe-
male students is twenty. The males have spent an aver-
age of approximately twelve hours playing board games
and an average of approximately thirty five hours play-
ing digital games in the past thirty days. The females
have spent an average of approximately six hours play-
ing board games and the same for digital games in the
past thirty days.

The game with the rule book removed, was presented
to each participant individually. The participants were
instructed to analyze the game for fifteen minutes and
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after that they had to fill a questionnaire The question-
naire examines the following: (1) Questions about their
game play hours in the past thirty days (2) Game me-
chanics, game and winning condition etc.

Results and Analysis

The responses obtained from both male and female par-
ticipants are summarized in Table 1.

Quantitative Analysis

In order to provide a quantitative evaluation of the rules,
the elements which were highlighted by multiple partic-
ipants were classified together, (in all) there were thir-
teen frequently made statements about the game on nine
topics, see Table 1. In order to determine the signifi-
cance of the response, several common responses were
summed into binomial data; the user wrote this state-
ment or did not write the statement. Statistical tests
were undertaken with a two-tailed z-score test for a pop-
ulation proportion. The z-score test for two population
proportions is used to determine whether two popula-
tions, i.e. males and females, differ significantly on some
categorical characteristic, e.g. if they said Goblin Dice
has six players, the Null Hypothesis is that no difference
can be determined between the responses. We apply a
Bonferroni correction to the tests in order to remove the
likelihood of the family of comparisons being in error.
Given that seven topic classes are examined in order
to have a α < 0.05 for all tests, then we must have a
α < 0.007301 for each test.
One of the factors is statistically significant; females
stated that Goblins are competing or playing a foot-
ball game (p = 0.0010), which is not correct to the
actual game mechanics. While not statistically signif-
icant males were more likely to state that goblins were
running away from the stone (p = 0.2420) and state
that the stone will kill the goblin (p = 0.0151). Taken
together these findings shows that females believe the
stone to be in a more cooperative relationship with the
Goblins. Whereas, males believed it to be a threat or a
competitive element.
In this study, the methodology removed the context of
the stone which is visible via the theme, i.e. box art
showing the goblins running away. Hence, males and
females have reverted into their preconceptions of the
mental model in terms of interactions. The default con-
ceptual model in this case for males depicts, favouring
the competitiveness in-game aspects — stone as threat
— and females favouring cooperation actions — stone
as a football.
This leaves an open question as to how the designers
of Goblin dice could have avoided this confusion. Note
that the themes of the goblins are that of sporting com-
petition, they wear gym outfits, which fits both of the
narratives of a race and a football game. The stone is

the factor of confusion, the small addition of a goblin
perhaps flattened by the stone behind it, or just before
it looking back in horror perhaps could have clarified
the purpose.

Qualitative Analysis

The observational and qualitative analysis shows that
male and female students have used the same approach
while analyzing the game. The game objects were
counted and similar objects were placed together.
The maximum number of players for the tested game,
Goblin Dice, have been predicted by counting the gob-
lins. However some of the participants also included
the stone and the speed marker in the counting and as-
sumed that there are maximum seven or eight players
for Goblin Dice. Some participants also suggested three
and four players because there are three dice symbols
at the bottom of some path tiles, shown in Figure 1,
and they thought that twelve dice are divided among
players and each player gets three or four dice. The cor-
relation between the dice and the movement of goblins
was understood by most of the participants as fifteen out
of thirty female students and fourteen out of fifty male
students could predict that after throwing the dice, the
numbers on the dice are compared to numbers on path
tiles to decide further action.
The participants predicted Goblin Dice to be a compet-
itive or a racing game in which a goblin has to reach the
finish tile before others. However, a different idea sug-
gested by six female participants was it to be a goblin
football or a goblin soccer game in which the goblins are
divided into three teams of two players and are trying
to play football, rolling the stone to the finish tile. In
contrast, the male participants mostly suggested that
goblins are trying to run away from the stone.
Considering the stone being a football is Gibson’s af-
fordance which refers to all the action possibilities with
an object. A stone can be kicked and rolled, however
considering its physical properties, it is not suitable for
soccer which is played using the ball. The female par-
ticipants, in this case, are implying Gibson’s idea of af-
fordance as well as depicting their perceived affordance
for the stone which is not an actual affordance. The
goblins also look as if they are kicking a ball with one
foot; this can also be the reason why females perceived
it to be a football game. The gap between the perceived
affordance and actual affordance highlights the need of
a signifier to match the goal of the design. Furthermore,
discussing the correct prediction and the accurate map-
ping of the object’s intended functionality, three female
and ten male participants mentioned that goblins are
running away from the stone. These responses demon-
strate that the stone’s affordance was perceivable by
these participants. The exclusion of the rule book played
an essential role in this study, without which it would
not have been possible to determine possible interpreta-
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Responses (C-Correct to Game Rules; I
- Incorrect to Game Rules)

Number of
Responses
from Female

Participants (30)

Number of
Responses
from Male

Participants (50)

p-value
(two-
tailed)

The game is played by max six players ( C ) 20 36 0.6171
The game is played by seven players ( I ) 0 4 0.1118
The game is played by max four players ( I ) 7 8 0.4179
The game is played by max three players ( I ) 3 2 0.2846

Each player should use two dice ( C ) 9 14 0.8493
Each player takes three dice ( I ) 5 12 0.4354

Signs on the tiles shows how to move ( C ) 7 13 0.7872

Numbers on the dice can be compared to 15 14 0.0477
numbers on tiles to decide action ( C )

Goblins are running away from a stone ( C ) 3 10 0.2420
Goblins are competing or playing a football game ( I ) 6 0 0.0010

Goal is not to die from a stone ( C ) 1 12 0.0151
Goal is to bring stone to the finish tile ( I ) 4 4 0.4413

Player who reaches the finish tile is the winner ( C ) 15 26 0.8630

Table 1: Comparison of Responses from Male and Female Participants with z-score Test for Two Population Pro-
portions. Correct statements to the rules marked with (C) and incorrect statements marked with (I). Statistically

significant with p < 0.007301, for seven classes, as per the Bonferroni correction highlighted in bold

tions of game objects which can significantly influence a
player’s experience. This can provide useful insight into
the game design to add signifier and clues where needed
and to remove unnecessary confusion.

The difference in male and female participants’ think-
ing, such as stone is a destructive object or an enemy as
anticipated by males and stone is a fun object and an
ally or a reason to win, as predicted by females, can be
attributed to gender rather than merely an individual
opinion. This might support the gender stereotype as
females being cooperative, thinking stone as a friend and
males being competitive, thinking it as a threat. How-
ever, in order to concretely prove or disprove this point,
an investigation with larger sample sizes and different
age groups is required.

Based upon the observation during the test and qual-
itative analysis, we could not see any difference in the
performance of participants which can show that either
group was better than the other. The difference in gen-
der, based on the performance of participants in the test
is not apparent. The game is liked by both groups and
they have expressed their desire to play the game af-
ter the test. Participants were also excited to know the
actual rules and most of them requested the rule book
from the observer to find out the actual rules.

Investigating the game design, results show that the de-
sign is intuitive to lead participants in understanding
that the game involves the movement of goblins and the
stone. The dice and the pictures of dice on the tiles show
a relation between throwing the dice and comparing the

outcomes with the dice pictures on the tiles to decide
further actions. There are no game objects that have
misled participants towards an exact inverted mapping
of the actual game mechanic. The only exceptional case
was when few participants considered taking the stone
to the finish line instead of goblins, as they thought it to
be a goblin football game. The study with the current
sample size shows that game design is intuitive for both
male and female participants and does not present any
bias towards either gender.
Referring to the two questions in the Introduction sec-
tion, an analysis of game design based upon participants
responses suggest that there exist;

1. No bias towards any gender in-game objects to de-
sign and representation, other than the stone which
was perceived as an enemy by male participants and
a friendly object by female participants;

2. The game design was intuitive for most of the par-
ticipants to catch the broader theme of the game
mechanics. For example, participants understood
that gameplay involves goblins mobility because of
the path tiles and goblins picture over the tiles (gob-
lins appear to be running). The association be-
tween dice rolls and number on path tiles was also
perceivable by most of the players.

The comments from both male and female groups who
did not find the game to be fun, show that it had to do
with their individual preference for games and does not
reflect any difference in liking or disliking of the game
because of gender reasons.
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Implications of Research

The research methodology adopted in this paper is a
playtesting process with a change in the environment of
the object under testing. The change in the environment
of the game is facilitated by the removal of the rule book.
It is necessary for a designer to determine the people’s
perception of the objects and play mechanics. The goal
of the testing methodology is:

1. The identification of the maximum possible inter-
pretations and perceptions about object usability.
This ensures avoiding a design dimension that can
lead to hurtful or unpleasant experiences on the
user’s side.

2. The selection of appropriate and recognizable sig-
nifiers/clues to ensure the correct usability such as
letting users acquire the real affordances (usability
intended by the designer) of the objects and de-
signs.

Point (1), is referring to Gibson’s notion of affordances,
as to all possible usability manners, regardless of if they
are the object’s real affordances or not. By not having
guidance through rule books, players could infer any
possible interaction with the game objects, which is giv-
ing a more significant set of usability and interaction
patterns. This also measures the change in the game en-
vironment based upon the existence and non-existence
of rules. The goal is to analyze different interpretations
to filter out any undesirable aspect in the design.
Since human beings are different, and they may asso-
ciate different perceptions and interpretations for the
same object usability based upon their culture, gender,
age and any other human factor. Therefore, an approach
towards understanding players is enabling them to play
with the design with the freedom of making any move
and interaction they deem possible. The demonstrated
methodology is a non-competitive process. A non-
competitive playtesting environment encourages players
to try out various action possibilities. As there are no
rules imposed, players are free to use an object in any
way they think it can be used. This is a significant
observation for the designers as they can see incorrect
mappings of their designs and embed careful signifiers
to avoid all incorrect mappings. Although, knowing all
sorts of perceptions toward objects and their usability
is complicated and unachievable. Through playtests, we
can approximate common beliefs, perceptions and inter-
pretations.
When people are interacting with the design, the in-
terpretations of usability might differ based upon the
gender of the individual. Designers can consider this for
avoiding frustration and any bias towards either gender.
Point (2) highlights Norman’s goal for achieving a design
that naturally leads users to correct usability. The re-
sults of the playtesting process help designers to make a
comparison between user’s perceived affordances about

the object and real affordances, such as which part of
the game objects have directed players toward the cor-
rect mapping of game mechanics and which objects have
led player towards the incorrect or opposite mapping of
actual game mechanics.
A study of game design from Gibson’s point of view
of affordances is significant to understand all possible
actions associated with game objects and analysis of
Norman’s view of affordance helps in the recognition
of player’s level of understanding of game mechanics as
well as their interpretations of game objects. Designing
games which are enjoyable for all players irrespective
of gender requires the recognition of all possible inter-
pretations and associations among game objects, for ex-
ample, while playing Guess Who, a little girl perceived
that female characters would mostly lose because there
are more male characters in the game to choose from.
Game mechanics in Guess Who does not have a gender
bias. The bias exists in a set which has one trait more
determinant than the other. The little girl’s strategy,
in this case, is probably to only select a female char-
acter, and because of this set is smaller, it makes the
final determination of the character selected a more ac-
cessible pathway. The mechanic is not biased to either
gender, but the theming of the game is what has intro-
duced gender issues for the girl. Guess Who in order
to be fun must be discriminated because otherwise if it
has an equal distribution of all traits, then the time to
the solution will mathematically be a constant number
of guesses. So, therefore, in order to be fun Guess Who
has to be discriminatory by providing an unbalanced set
of traits. At the same time, human factor’s impact on
the level of player’s enjoyment should be investigated to
take effective design decisions consequently, and game
design can be modified according to the preferences and
needs of the target audience.
Acknowledging that a single or a few players’ inter-
pretations of game design cannot speak for the whole
game audience, still, recognition of such possible inter-
pretations is significant for improvising game designs for
clarity and exploring various play dimensions. This in-
creases possibilities for making the accurate themes for
the same game but for different audiences so that player
feels that they are a part of the system and can immerse
in the play.

Conclusions

The motivation for this study is to make the user experi-
ence better for games for all players. The study focuses
on investigating the aspect of gender in gaming such as
which factors in game design introduces or removes the
gender bias in the game. The game selected for testing
does not include any objects that are stereo-typically
inclined towards either gender. The male and female
groups have performed the same in guessing the broader
theme of the game and game mechanics. However, a
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difference in performance was observed when males re-
ferred to an object in the game as a threat and females
speculated it to be an ally. The difference highlights the
fact that even with an attempted gender-neutral design,
males and females demonstrated a different perception
of the same object. This draws attention to the idea
that for the inclusion of gender aspects in gaming to
make them fun and create equal opportunities to ac-
quire intended benefits of the game, it is not only object
representation that is important, but how males and fe-
males perceive objects and associate meanings to them
is a significant factor. The research methodology ap-
plied enables us to understand player perceptions about
game objects and design. The game designers can apply
this process to ensure its best suitability for the intended
audience.
With the tested sample size, the study uncovers Goblin
Dice to be intuitive for both male and female partici-
pants. We could see a difference in the perception of one
of the objects of the game that can be speculated to be
because of the gender. The playtesting method adopted
for testing Goblin Dice assist game designers to test the
clarity of game mechanics through game objects and
to identify possible interpretations and play dimensions
under the influence of human factors such as gender,
age, etc. Though this does not mean, removing com-
plexities and unpredictability that are sometimes cru-
cial for an adventurous play journey but that designers
must remove confusions that are unnecessary taking into
account the player’s needs, emotions and expectations.
For future work, we will run the test with bigger sample
sizes and with different age groups of participants. We
will consider other games which have objects showing
the dominance of a particular gender in representation
or characteristics, to compare the participant’s perfor-
mance in an apparent gender neutral and biased game.
Further, we want to examine more structured question-
ing methods, e.g. Brown (2019).
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ABSTRACT

The use of Procedural Content Generation techniques in
the production of video games has seen a large diffusion
in the last years. However, in the Computer Graphics
field, very few works have addressed the procedural gen-
eration of Bidirectional Scattering Distribution Func-
tions for complex materials. In this paper, we present
a method for the automatic generation of realistic lay-
ered materials, based on the application of a Genetic
Algorithm. We show that, with the proposed approach,
it is possible to generate several instances of a target
material, maintaining a desired level of closeness to the
original simulated interaction between the light and the
surface, but introducing also a controlled amount of dif-
ferences in the final perceived appearance.

INTRODUCTION

Procedural Content Generation (PCG) techniques have
seen an increasing application in the production of video
games. Several works have shown the potentialities of
PCG, combined also with AI and evolutionary tech-
niques (Shaker et al., 2016), for the automatic cre-
ation of contents like e.g., game levels (Ripamonti et al.,
2017b; Mazza et al., 2017; Mourato et al., 2011), the fea-
tures of a character (Guarneri et al., 2013; Norton et al.,
2017), or the impact of Non Player Characters (Ripa-
monti et al., 2017a; Yannakakis and Hallam, 2009).

In the Computer Graphics (CG) field, there is a relevant
literature on the use of PCG for the creation of com-
plex models like buildings (Schwarz and Müller, 2015)
or cities (Scalabrin et al., 2016). However, with the ex-
ception of procedural texturing (Ebert et al., 2003), few
works have been proposed on the procedural generation
of models surface appearance. In this paper, we show
how a Genetic Algorithm (GA) can be efficiently applied
to an advanced model for real-time rendering of layered
materials. The main idea is to generate several versions
of a target material by evolving the parameters of the

function calculating the interaction between the light
and the surface layers, and evaluating their effective-
ness by considering the perceptual differences with the
original material. This approach can be used when sev-
eral instances of a model are generated in a large virtual
world. The material of each instance must share a com-
mon “physical” behaviour (for example, a rusty metal
effect), but we want to introduce a certain amount of
perceptual differences in each instance, in order to en-
hance the variety of the generated scene.
The paper is structured as follows. In the next two
sections, we describe the mathematical functions used
to represent a material in real-time rendering, and we
provide an overview of PCG techniques for the genera-
tion of materials in CG. Then, we describe the proposed
PCG method and its experimental evaluation. Finally,
we draw conclusions and discuss future developments.

MATERIALS REFLECTANCE IN CG

The rendering process of a CG scene is based on the sim-
ulation of the physical interaction between light and the
materials of the surfaces. For a uniform, not-emitting
material, the light reflected by a surface in the direction
of the virtual camera is given by the rendering equation
(Pharr et al., 2016):

Lo( �ωo) =

∫
�ωi∈Ω

fr( �ωi, �ωo)Li( �ωi)( �ωi · �n)∂ �ωi (1)

where

• �n is the surface normal

• �ωi and �ωo are, respectively, the directions of in-
coming and reflected light

• Li( �ωi) and Lo( �ωo) are, respectively, the incoming
and the reflected radiances

• fr( �ωi, �ωo) is the Bidirectional Reflectance Distribu-
tion Function (BRDF), which describes the amount
of radiance reflected in the direction �ωo, given the
radiance coming from direction �ωi

Among the possible approximations of the rendering
equation, the microfacets approach (Akenine-Möller
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et al., 2018) is based on the idea that surfaces are com-
posed by a large collection of microscopic facets bounc-
ing light in different directions. Thus, the scattering
properties of a material are described by the statistical
distribution of the microfacets orientations. Following
this approach, severalmethods for real-time rendering of
complex materials use equation (2) to define the BRDF:

FGD = fr( �ωi, �ωo) =
F ( �ωi · �h)G( �ωi, �ωo)D(�h)

4( �ωi · �n)( �ωo · �n) (2)

where

•
�h is the half vector between �ωi and �ωo, used to
approximate the direction of specular reflection

• F () is the Fresnel reflectance term, which describes
the amount of reflection and trasmission of light

• G() is the Shadowing-Masking Function, which ac-
counts for microfacets self-occlusion effects

• D() is the Normal Distribution Function (NDF),
which describes the statistical distribution of the
microfacets normals

Among the several proposed NDFs, currently the most
used is the GGX distribution (Walter et al., 2007):

D = GGX(�n, �h, α) =
α2

π
(
(�n · �h)2(α2 − 1) + 1

)2 (3)

where α controls the overall roughness of the surface.
When both reflection and transmission are considered,
then fr() in equation (2) is called Bidirectional Scatter-
ing Distribution Function (BSDF), rather than BRDF,
because the latter describes only the reflectance.

RELATED WORK

To our knowledge, PCG techniques for the generation
of BRDFs or BSDFs have not been extensively inves-
tigated. Brady et al. (Brady et al., 2014) proposed
a framework for learning new analytic BRDF models
through Genetic Programming (GP). They use as ini-
tial population the set of expressions of different BRDFs,
and as target a trained set of measured materials from
a freely available database. During the pairing pro-
cess, different symbolic transformations could be ap-
plied to the parameters and operations of the two par-
ent BRDFs, in order to create a new, more complex,
reflectance function. Then, the fitness of the generated
formulations is evaluated considering an error function
with respect to the training set. A GP approach is used
also in the work by Sitthi-Amorn et al. (Sitthi-Amorn
et al., 2011). In this work, the evolutionary method
is applied to increasingly simplify the source code of a

shader, in order to find the optimal compromise between
rendering speed and accuracy of the light-material inter-
action. To evaluate the accuracy, a per-pixel color dif-
ference metric is applied between the images generated
using the original shader, and the images created using
the simplified offsprings. Masia et al. (Masia et al.,
2009) have applied a GA to determine the reflectance
characteristics of an object in an image. The parame-
ters of two well-known BRDFs are used as chromosomes,
and an initial population is created assigning random
values to these parameters. At each iteration, fitness is
evaluated by rendering an image for each chromosome
created in each generation, and calculating a per-pixel
difference between the target and the rendered image.

METHODS

In this paper, we apply a GA to evolve the parame-
ters of a recent computational model for the render-
ing of layered materials. In this section we stepwise
go through our approach, by describing the considered
BSDF model, and by stating the principal parts of the
GA: representation, algorithm and fitness functions.

The considered BSDF for layered materials

Layeredmaterials are composed by different layers, each
with peculiar reflectance characteristics. Examples of
layered materials are car paint, rusty metal, etc. Tech-
niques for the simulation of layered materials usually
consider different BSDFs for each layer, and then ap-
ply some kind of blending to approximate the scatter-
ing of light between the layers (Akenine-Möller et al.,
2018). Recently, a work by Belcour (Belcour, 2018)
has proposed a novel framework for the simulation of
light transport within layered materials. Starting from
the GGX distribution (equation (3)), a set of atomic
statistical operators are proposed to describe reflection,
refraction, volume scattering and absorption, starting
from the energy, mean, and variance of the BSDFs at
each layer. The atomic operators for each layer are then
combined, considering also the possible presence of a
participating media among the layers. The result after
the combination is used to instantiate a single BSDF
approximating the complex light scatterings within the
original layers. Table 1 summarizes the atomic opera-
tors. We refer to (Belcour, 2018) for a more detailed
description of the method.

Representation

Belcour’s method represents an excellent candidate for
an evolutionary technique for the automatic generation
of layeredmaterials, due to its compact description, and
limited and intuitive set of variables. In (Belcour, 2018),
only a top and bottom layers are considered for real-
time rendering , with the latter representing an approxi-
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Table 1: Statistical atomic operators of Belcour’s method (Belcour, 2018), used to approximate the outgoing energy e,
mean μ, and variance σ given incident ei, μi, and σi (the square on the variance is omitted for better readability). R
and T are used for a reflected or transmitted parameter. α is the layer roughness, s is a roughness scaling factor for the
trasmission, η12 is the ratio of the refractive indices, h is the depth of the layer, σt is the transmittance cross-section,
σs is the scattering cross-section, and σg accounts for the increase in variance due to the width of the phase function.

Reflection Refraction Absorption Scattering

energy eR = ei × FGD eT = ei × (1− FGD) eT = ei · e
− σt·h√

1−|μi|
2 eT = ei · σs·h√

1−|μi|2
· e−

σt·h√
1−|μi|

2

mean μR = −μi μT = −η12μi μT = −μi μT = −μi

variance σR = σi + f(α) σT = σi

η12
+ f(s× α) σT = σi σT = σi + σg

mated combination ofmultiple other scattering phenom-
ena. Moreover, an optional partecipating media acting
as third layer can be considered. In our GA, we follow
the same approach. As a consequence, the genotype is
composed by 12 floating point chromosomes:

• η1: refractive index of the top layer

• η2: refractive index of the bottom layer

• α1: roughness of the top layer

• α2: roughness of the bottom layer

• h: the depth of the partecipating media layer be-
tween the top and bottom layers

• σR
s , σ

G
s , σB

s : scattering cross section values

• σR
a , σ

G
a , σ

B
a : absorption values (parameters for σt

in Table 1)

• g: anisotropic factor (parameter for σg in Table 1)

If there is no participating media, then the final appear-
ance is controlled only by η1, η2, α1 and α2 chromo-
somes. If a texture is applied in one of the layers, then
the roughness value is extracted from the texture, and
α1 or α2 are used as weights applied to this value, in
order to control the overall roughness effect.
Even if, theoretically, the values of the parameters can
be set without constraints, there are some rules to follow
in order to create physically realistic materials. There
are differences in the possible value ranges, on the basis
of the family of the desired material. We call rough-
coat a material with a smooth bottom layer (a metal
or a plastic), covered by a rough top layer (rust, dirt,
etc.). This kind of material has a high value of rough-
ness in the top layer, and a lower one in the bottom. A
clearcoat material is used to simulate materials like e.g.,
car paint, ceramic. In this case, the roughness value of
the top layer is lower than the value of the bottom layer.

Moreover, there are further differences, according if the
bottom layer is a conductor (like e.g., metal) or a dielet-
ric (like e.g., plastic) material. We have summarized
these rules and constraints, determined empirically via
pre-experimentation, in Table 2.

Algorithm

Initialization

The proposed GA follows a standard approach. Given
a target material, an initial population of N individuals
of the same material family is created. As shown in the
Experiments section, an adequate value for N is between
50 and 100. The values of the chromosomes of each
individual are generated randomly, but respecting the
rules of Table 2. Each individual is then ranked using a
fitness function (described in a following section).

Selection

We apply tournament selection with tournament size 4
and p = 1. A deterministic tournament leads to the se-
lection of only the best individuals: however, consider-
ing only a limited set of participants allows to maintain
a high level of variety in the selected materials.

Crossover

Each couple of parents has a 0.9 probability to generate
offsprings. We set a very high probability in order to fur-
ther enhance the variety of the population. If crossover
is applied, we apply a uniform crossover : each chromo-
some has a 0.25 probability of being swapped among the
two parents. With this value, at least one chromosome
is almost always swapped, but it is highly improbable
to have crossover applied to all the chromosomes at the
same time. To avoid issues with offsprings not following
the rules of Table 2, we apply two steps in the selec-
tion of individuals for the crossover operation. In the
first step, for each individual we search in the popula-
tion the first material with refractive indices suitable to
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Table 2: Rules and constraints for the values of the material chromosomes.

Bottom Layer:
conductor

Bottom Layer:
dielectric

Layer with
textured roughness

roughcoat

α1 ≥ 0.1
α2 < 0.1

1.0 < η1 ≤ 2.0
|η1 − η2| ∈ (0.0, 1.5]a

α1 ≥ 0.1
α2 < 0.01

1.0 < η1 ≤ 2.0
|η1 − η2| ∈ (0.0, 0.5]b

η2 ≥ 1.0

top layer

clearcoat

α1 < 0.1
α2 ≥ 0.1

1.0 < η1 ≤ 2.0
|η1 − η2| ∈ (0.0, 1.5]a

α1 < 0.01
α2 ≥ 0.01

1.0 < η1 ≤ 3.0
|η1 − η2| ∈ (0.0, 3.0]b

η2 ≥ 1.0

bottom layer

roughcoat/clearcoat
with participating media

h ∈ [0.05, 40.0]c

σR
s , σ

G
s , σ

B
s ∈ [0.0, 1.0]

σR
s , σ

G
s , σ

B
s ∈ [0.0, 1.0]

η2 < 1.0d

h ∈ [0.05, 40.0]c

σR
s , σ

G
s , σ

B
s ∈ [0.0, 1.0]

σR
s , σ

G
s , σ

B
s ∈ [0.0, 1.0]

—

awe set η2 slightly less than η1 to favor the internal reflection, without the dependance from the attenuation
factor of the refractive index.
bwe set η2 greater than η1 to favor light transmission for subsurface scattering.
c h ∈ [0.0, 1.0] favors the color given by scattering cross section (with less absorption). h ∈ [2.0, 40.0] favors
the color given by transmission cross section. With h = 40.0: full light absorption: only the top layer is visible.
d with η2 < 1.0 the effect of the partecipating media on the color is more visible. But increasing the value of
η1, and lowering the value of η2 such as η2 << 1.0, the original color of the metal progressively disappears.

be swapped (i.e., respecting the constraint on |η1− η2|).
If this individual is found, crossover is applied. In the
second step, a matching process is applied sequentially
to create couples from the individuals excluded from the
first step. For these couples, we apply uniform crossover
excluding from the process the chromosomes related to
the refractive indices.

Mutation

Mutation on the generated offsprings can occur with a
0.4 probability . If activated, each chromosome has a
0.1 probability to mutate. If a chromosome is subject
to mutation, a new value is created randomly, but re-
specting the rules of Table 2.

Termination

Considering the goal of the proposed GA, we have set a
fixed number of generations as the termination condition
of the evolutionary process.

Fitness functions

The GA approach can help to speed up the genera-
tion process of the most appropriate material instances.
Simpler methods based e.g., on a random perturbation
of the BSDF parameters, may generate a higher num-

ber of unwanted/inadequate samples, requiring thus a
longer time to converge to the desired result. Consid-
ering the final goal, the fitness function must be chosen
in order to measure in a simple but effective way the
distance between the target and generated genotypes,
yet allowing to adapt the effect of the proposed method
to different situations and applications (e.g., applying
different weights to specific subsets of chromosomes).
Thus, we have decided to consider two well-known vec-
tor distances applied between the target material and
the generated individual, the Chebyshev distance

dch(g, tm) = max
i

{|g[i]− tm[i]|} (4)

and the Euclidean distance

deu(g, tm) =

√∑
i

(g[i]− tm[i])2 (5)

where g is an individual, tm is the target material, and
i represents each of the chromosomes.

In the next section, we present an experimental eval-
uation of the effect of the two distances on the final
perceptual differences of the generated materials.
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EXPERIMENTS

In order to evaluate the effect of the considered fitness
functions in the selection of the best individuals in the
population, we have set up a test scene consisting of
a sphere, illuminated by a single light. We have then
selected two target materials:

• validation metal, a clearcoat metal with no tex-
turing. The values for the chromosomes are η1 =
1.2, η2 = 0.8, α1 = 0.03, α2 = 0.1

• validation painted metal, a roughcoat metal
with a roughness texture applied in the top layer.
The values for the chromosomes are η1 = 1.2, η2 =
0.8, α1 = 2.5, α2 = 0.099

We have decided to not consider the presence of a par-
ticipating media in this experimental setup, because it
usually has a relevant effect on the final color of the
material, thus providing a more evident variety in the
generated materials. Without the participating media,
any perceptual difference between the original and gen-
erated materials is given only by the core chromosomes
of the top and bottom layers, which represents a more
tricky situation to manage. Figures 1 and 2 show the
test scene with the two target materials.
For both the target materials, we have generated a set
of new materials using the proposed GA, applying both
the fitness functions. For each combination of target
material and applied distance, we have performed 36 ex-
ecutions of the GA with a population of 50 individuals
and termination after 5 generations. For each execu-
tion, we have then selected the material with the best
fitness (i.e., with minimum distance to the target mate-
rial). Figures 5, 6, 7 and 8 show some examples of these
generated materials.
To evaluate the differences among the generated and tar-
get materials, we have applied the CIEDE2000 ΔE∗

00
difference (Mokrzycki and Tatol, 2011), a measure pro-
posed in colorimetry for the perceptual difference among
two colors. ΔE∗

00 value ranges from 0 and 100.

• ΔE∗
00 ≤ 1.0: color difference is not perceptible by

human eyes

• ΔE∗
00 ∈ [1.0, 2.0]: color difference is perceptible

through close observation

• ΔE∗
00 ∈ [2.0, 10.0]: color difference is perceptible

at a glance

• ΔE∗
00 ∈ [10.0, 49.0]: colors are more similar than

opposite

• ΔE∗
00 ∈ [49.0, 100.0]: colors are exact opposite

We have applied ΔE∗
00 between each pixel of the im-

age rendered using the target material, and the corre-
sponding pixels in each of the images created using the

Figure 1: Test scene with validation metal material.
Chromosomes: η1 = 1.2, η2 = 0.8, α1 = 0.03, α2 = 0.1.

Figure 2: Test scene with validation painted metal
material. Chromosomes: η1 = 1.2, η2 = 0.8, α1 =
2.5, α2 = 0.099. In this case, α1 is multiplied to the

value read from the roughness texture.

generated materials parameters. Then, for each image
couple, we have calculated the mean ΔE∗

00 value by av-
eraging the difference values on the single pixels. To fo-
cus only on the colors generated on the sphere, we have
set the background of the scene as full transparent. If
this is acceptable for a numeric measure, the choice of
the background has been proven to be a delicate choice
for color perception tests with human subjects (Rizzi
et al., 2013).

From the plots in Figures 3 and 4, it can be noticed
how the applied parameters are able to produce at least
half of the materials with evident perceptual differences
with the target one, and an adequate number of mate-
rials with more subtle differences. This is in line with
the intended behaviour: the generation of new materials
with a strong bond with the reference, but presenting a
range of perceptual differences ranging from low tomod-
erate. Moreover, comparing the two considered fitness
functions, we can conclude that the Chebyshev distance
introduces more differences in the generated individu-
als than the Euclidean distance. In Figures 3 and 4
we show also the resulting mean ΔE∗

00 values repeating
the whole experimental setup with increasing values of
population size and number of generations. The data
confirms that the generation using the Euclidean dis-
tance as fitness function converges faster to materials
perceptually indistinguishable from the original. In any
case, with a population larger that 100 individuals, and
with a number of generations higher than 10, the evolu-
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Figure 3: Average ΔE∗
00 using the two distances, be-

tween the test scene rendered with validation metal,
and the images with the generated materials, increasing
the population size and the number of generations.

Figure 4: Average ΔE∗
00 using the two distances, be-

tween the test scene rendered with validation painted
metal, and the images with the generated materials,
increasing the population size and the number of gener-

ations.
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Figure 5: A subset of the generated materials (population 50, generations 5), with target material validation metal
and Chebyshev distance.

Figure 6: A subset of the generated materials (population 50, generations 5), with target material validation metal
and Euclidean distance.

tionary approach generates materials mainly identical
to the reference, which is not the desired result.

CONCLUSION AND FUTURE WORK

In this paper, we have shown how a GA can be applied
efficiently to evolve the parameters of a BSDF, in order
to generate different versions of a target material pre-
senting a moderate amount of perceptual differences.

The presented approach is computationally efficient.
The GA and the BSDF computations are independent:
the first is intended to be executed offline on the CPU,
during the loading of a scene, or following the procedural

generation of several istances of a reference model, while
the second is executed as a shader on the GPU, during
the actual real-time rendering, using the results of the
GA computation as parameters. On a Intel Quad-Core
i7-6700HQ machine with 8 GB DDR4 RAM, equipped
with a NVIDIA GeForce GTX 970M with 3GB GDDR5
VRAM, the GA took around 30 ms to generate a mate-
rial using a population of 100 individuals and 10 genera-
tions, while the performances of the shader implement-
ing the Belcour’s method are in line with the one stated
in the original paper (Belcour, 2018).

The choice of the fitness function leads to different be-
haviours in the overall GA computation. However, this

Figure 7: A subset of the generated materials (population 50, generations 5), with targetmaterial validation painted
metal and Chebyshev distance.

Figure 8: A subset of the generated materials (population 50, generations 5), with targetmaterial validation painted
metal and Euclidean distance.
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Trans Comput Intellig and AI in Games, 1, no. 2, 121–
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to the chromosomes in the fitness function, in order to
allow the final user to select the more relevant features
to consider in the selection of the best individuals.

can be seen as a control parameter for the final user,
who can decide about the generation of materials more
or less close to the target one, by selecting a different
distance function.

In future research, we will evaluate the effect of other
distance functions, considering also other target mate-
rials with the presence of a participating media. More-
over, we will test the effect of different weights applied
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ABSTRACT

In an RTS, players act simultaneously in adversarial con-
ditions. The agent must gather and remember information
about the map and the opponent, while making decisions with
long term consequences. FeUdal networks (FuN) tackle the
domain using hierarchical reinforcement learning. A Manager
sets goals for a Worker, which is intrinsically rewarded for
accomplishing the goal. To explore the effectiveness of FuN,
we propose an N-Layered FuN (NL-FuN), which generalises
the Manager to fit an arbitrary number of tiers (3 tiers in this
case). This requires adapting FuN to the StarCraft 2 domain.
In addition, Atari-Net, FullyConv, and FullyConvLSTM are
recreated and used as a baseline. Agents are implemented
using PySC2 and TensorFlow. The scenarios used for training
are: MoveToBeacon, DefeatSingleZealot, and BuildMarines.
BuildMarines is the most complex of the three, having sparse
rewards and requiring long-term planning. NL-FuN performs
poorly in MoveToBeacon and similarly to FullyConv and Ful-
lyConvLSTM in DefeatSingleZealot but obtains a higher max-
imum reward than the baseline agents trained by DeepMind
in BuildMarines in less time steps (540,000 vs 600,000,000).

INTRODUCTION

Reinforcement learning (RL) consists of learning systems with
their own goals, that depend on an environment, and are
capable of adapting their behaviour to maximise a reward
signal. RL problems are traditionally framed as a finite Markov
Decision Process (MDP). The agent represents the decision
maker, such as a chess player. The environment is everything
the agent interacts with, such as the board and the pieces.
Interaction occurs at discrete time steps. The environment
provides the agent with a representation of its state, such as
the positions of the pieces on the board. The agent performs
actions, such as moving a piece, using a policy, which maps
states to action probabilities. The environment returns a reward
for the action taken, such as the cost of captured pieces,
and the next state. Negative rewards penalise agent, such

as losing pieces. It should be noted that the reward is not
how the goal should be reached, but rather what the goal is.
Otherwise, the agent might find ways to obtain rewards for its
sub-goals and still fail at the primary goal. Using the chess
example, rewarding the agent for capturing pieces might result
in prioritizing captures over checkmating. A more accurate
reward is whether the player has won, lost, or drawn. The
agent’s goal is to maximise the total cumulative reward, or the
expected return. The agent can estimate the expected return,
given a state or a state-action pair, using a value function
(Lanctot et al., 2017, Sutton and Barto, 2017).

Rewards obtained across long intervals—sparse rewards—
make planning harder, as the agent needs to search further
for the next reward. Actions can be abstracted to encapsulate
a sequence of lower level decisions, reducing the number of
actions required to get to the next reward, thus simplifying
the search space. FeUdal Networks (FuNs) can model this by
taking advantage of hierarchical RL to represent higher level
actions (Vezhnevets et al., 2017). FuNs have been applied to
Atari games, but real-time strategy (RTS) games represents a
deeper challenge, with more states, more actions, and poten-
tially sparser rewards. Additional hierarchical tiers to model
more abstract goals are suggested by A. S. Vezhnevets et al.

Aims and Objectives

The aim of this paper is to adapt and extend Feudal Net-
works to fit StarCraft 2’s (SC2) environment. For evaluation
purposes, three baseline agents are replicated: Atari-net (Mnih
et al., 2015), FullyConv, and FullyConvLSTM (Vinyals et al.,
2017). The original baselines were trained on resources which
were not feasible to obtain for this paper, therefore replication
using available hardware makes for a fairer comparison to
other locally trained agents. The FeUdal Network presented
by A. S. Vezhnevets et al. (2017), originally used on a suite of
Atari games, is adapted to SC2. This network is then extended
to use more hierarchical tiers. Hardware limitations force a
number of concessions in feature complexity, emphasising the
need for optimisation. A benchmarking scenario is developed
using SC2’s built-in map editor. This helps to provide insight
into how reward shaping affects the learning process.
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BACKGROUND

The RTS genre is of interest to AI research (Churchill, 2017,
Ontanon et al., 2013, Vinyals et al., 2017) due to the com-
plexity of the RTS domain. For any game, given a branching
factor b and depth d, a game’s complexity is given by bd

(Synnaeve, 2012). In games such as Go, b ≈ 30 to 300 and
d ≈ 150 to 200. For StarCraft (SC), the game’s complexity is
even higher, where b ∈ [1050, 10200] and d ≈ 36000 (Ontanon
et al., 2013). The RTS environment provides additional chal-
lenges over traditional boardgames such as Go. A real-time
environment places a restriction on computation time as the
players act simultaneously. Secondly, it is a game of imperfect
information, since the agent observes the game through a local
camera which can be moved over a global space. ’Fog-of-war’
further compounds imperfect information, as unvisited regions
of the map are hidden to the agent, requiring active scouting
in order to gather information about their opponent. Many RL
algorithms also require a state or action value estimation. The
complexity of SC makes this a non-trivial task (Erickson and
Buro, 2014). Finally, each game lasts for thousands of frames.
Players must be able to plan ahead, making decisions which
may only benefit them deep into the game.

The StarCraft 2 Learning Environment

The SC2 API provided by the SC2 Learning Environment
(SC2LE) exposes access to SC2’s interface. The PySC2 API
wraps the SC2 API and restricts information to a set of
observations. These observations consist of spatial feature
layers and structured features. In addition, the action space
is simplified. Each action is made up of a function call and its
arguments, and a single action may generalize more specific
functions. For example, cancel building and cancel unit are
grouped under the same function, as their availability is unique
given the context. A more detailed description of the exposed
features can be found on the github page for PySC2.
Using the PySC2 API, DeepMind created three RL baseline
agents: Atari-Net, FullyConv, and FullyConvLSTM. Atari-Net
is adapted from the agent of the same name used in the
Arcade Learning Environment (Mnih et al., 2013, 2015). The
FullyConv baseline agent uses padded convolutions with stride
1 to retain spatial information. The FullyConvLSTM agent
adds a convolutional LSTM after the state representation is
constructed (Vinyals et al., 2017).

FeUdal Networks

A. S. Vezhnevets et al. (2017) propose FeUdal Networks
(FuN), inspired by Feudal Reinforcement Learning originally
proposed by P. Dayan and G. E. Hinton (1993). FuN consists
of a high-level Manager and a low-level Worker. The model
is constructed from the following equations:

zt = fpercept(xt) (1)

st = fMspace(zt) (2)

hM
t , ĝt = fMrnn(st, h

M
t−1); gt = ĝt/ ‖ĝt‖ ; (3)

wt = φ(
t∑

i=t−c

gi) (4)

hW , Ut = fWrnn(zt, h
W
t−1) (5)

πt = SoftMax(Utwt) (6)

Here, zt corresponds to the processed observations and counts
as the perception space of the Worker. The Manager perceives
the environment through st, a function of zt. hM and hW

represent the internal states of the Manager and the Worker
respectively. These are returned by the corresponding RNN.
φ is a linear transform that maps the Manager’s goal, gt, into
an embedding vector wt. This embedding vector is combined
with the Worker’s output, Ut, with a product. This produces
the policy π, the probability distribution of primitive actions.

Goal Embedding
The goal, g, affects the Worker’s actions by being embedded
into a lower dimensional space, Rk, where k is much smaller
than the Manager’s space, d. To do this, the Worker must first
produce an embedding vector, where each action is represented
by a row in the matrix U ∈ R|a|×k. The Manager’s last c goals
are summed together and then embedded into vector w ∈ Rk

by applying the linear projection φ. No biases are used, and
gradients are obtained from the Worker’s actions. A matrix-
vector product combines the embedding matrix U with the
goal embedding w.

Learning
The agent’s goal is to maximise the discounted return, Rt =∑∞

k=0 γ
krt+k+1, where γ is the discount factor and r is the

reward, by optimising a stochastic action-selection policy, π.
The discount factor is a value ranging between (0, 1], used
to scale the importance of each reward. While the system is
trainable end-to-end, the goals of the Manager would simply
become another internal variable. A. S. Vezhnevets et al.
propose training the Manager and the Worker independently.
The Manager predicts advantageous transitions in its state
space, and the Worker is intrinsically rewarded for following
these directions. The Manager’s update rule is as follows:

∇gt = AM
t ∇θdcos(st+c − st, gt(θ)), (7)

where AM
t = Rt − V M

t (xt, θ) is the Manager’s advan-
tage function computed using the value function estimate,
V M
t (xt, θ). dcos(α, β) = αTβ/(|α||β|) is the cosine similarity

function between two vectors, and c is the horizon, defining the
temporal resolution of the Manager by specifying the number
of time steps which must be taken into account when choosing
a new goal. A higher c means the Manager has a lower
resolution, that is, a longer horizon, over which to obtain the
next goal.
On the other hand, the Worker’s intrinsic reward is as follows:

rIt = 1/c
c∑

i=1

dcos(st − st−i, gt−i), (8)
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The superscript I denotes that this is an intrinsic reward.
The difference between the two states, st − st−i, represents
the Worker’s trajectory, while gt−i represents the Manager’s
suggested trajectory. In addition, the Worker also retains the
environment’s reward as well. As a result, the Worker is trained
to maximise the sum of the environmental reward and the
weighted intrinsic reward: Rt+αRI

t where α is used to weigh
the intrinsic reward. The policy π is then trained to maximise
the reward using A3C (Mnih et al., 2016). The Worker and
Manager are allowed to have different discount factors. This
can be used to force the Worker to focus on more immediate
results while the Manager sets long-term goals.

Transition Policy Gradients
A. S. Vezhnevets et al. (2017) propose an update rule for
the Manager in transition policy gradients. Given a high-
level policy ot = μ(st, θ) that selects among sub-policies,
assume that the sub-policies last a fixed amount of c time
steps. Each sub-policy corresponds to a transition distribution,
p(st+c|st, ot). This describes the distribution of states, st+c,
found at the end of each sub-policy, given a start state, st,
and the sub-policy selected by ot. A transition policy πTP

can be obtained by composing the high-level policy with the
transition distribution:

πTP (st+c|st) = p(st+c|st, μ(st, θ)) (9)

This describes the distribution over end states, st+c, given the
start states, st. The original MDP is isomorphic to the new
MDP with policy πTP , and st+c = πTP (st), such that the
state always transitions to the end state picked by the transition
policy. As a result, the policy gradient theorem can also be
applied to the transition policy πTP , such that:

∇θπ
TP
t = E[(Rt − V (st))∇θ log p(st+c|st, μ(st, θ))] (10)

FuN assumes that the direction in state-space, st+c−st follows
a von Mises-Fisher distribution. such that:

p(st+c|st, ot) ∝ edcos(st+c−st,gt) (11)

where gt represents the mean direction of the von Mises-Fisher
distribution. A von Mises-Fisher distribution is a probability
distribution on a (p-1)-dimensional sphere. This explains the
form of Eq. 7 and Eq. 8. Since the Worker is learning to
achieve the Manager’s direction, it should follow a distribution
around the given direction, hence reinforcing the assumption
for transition policy gradients (Vezhnevets et al., 2017).

RELATED WORK

Q-Learning is a staple of RL. It is an off-policy approach,
where the target policy is learned independently from the
behaviour policy used to explore the action space. Q-Learning
was made feasible for use in more complex environments with
the proposal of Deep-Q-Networks (DQN) (Mnih et al., 2013),
which integrated neural networks. This lead to a number of
DQN extensions which improve on various parts of vanilla

DQN (Li, 2017, Sutton and Barto, 2017). This can be used as
an alternative to the on-policy approach used in this study.
Multi-agent systems present a distributed way of tackling
complex scenarios, most notably, resource allocation tasks
similar to those found in RTS games. Through this divide-
and-conquer approach, responsibility is distributed among the
agents in order to achieve a common goal (Busoniu et al.,
2008). A multi-agent system may still contain hierarchical
properties either in the relationship between the agents or
within the structure of the agents themselves.
The Options framework is another approach to hierarchical
RL. Sutton et al. generalise previous contributions to establish
a simpler framework with less deviation from the existing RL
architecture by exploring the relationship between Semi-MDPs
(SMDPs) and MDPs (Sutton et al., 1999). P.L. Bacon et al.
extend this to produce the Option-Critic architecture, a system
capable of autonomously learning sub-goals as opposed to
having them explicitly provided (Bacon et al., 2017).

N-LAYERED FEUDAL NETWORK

The N-Layered FeUdal Network (NL-FuN) extends FeUdal
Networks by implementing a Super Manager, a Manager, and
a Worker. Additional Managers can be added to the hierarchy
to compute goals over longer periods of time. This is useful
in environments where rewards are so sparsely located that a
single tiered architecture with long rollouts would gather too
much noise and hinder learning.
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Fig. 1. 3-Layered FeUdal Network

Processing a rollout at multiple levels of temporal resolution
allows each tier to sample a direction in its own latent space
with respect to a super manager’s goal (or the environment’s
reward in the case of the Super Manager), but defers achieving
that goal to a sub-manager operating at a more granular level.
Representing goals as directions being shifted to optimize
the reward is preferred over representation as an arbitrary
location as it is more feasible for the Worker to reliably cause
directional shifts in the latent space rather than take us to
arbitrary new locations (Vezhnevets et al., 2017).
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Adapting FeUdal Networks to StarCraft II

The Arcade Learning Environment takes one input at a time
(an action from a predetermined set), while PySC2 requires
two inputs. This is addressed by splitting the action matrix, U ,
into two separate matrices—one for spatial actions, Us, and
one for non-spatial actions, Uns. Spatial actions consist of
picking coordinates on the screen. Non-spatial actions consist
of picking a particular action such as ’Stop’ or ’Attack’. If
the chosen non-spatial action does not take coordinates as
arguments, the spatial action is ignored. The spatial action
matrix, Us, is obtained by passing the ConvLSTM output
through two 2D convolutional layers with a 1×1 kernel and k
filters, where k is the dimensionality of the embedding vector,
w. Similarly, Uns is obtained by passing the convolutional
LSTM output through two dense layers with a ReLU function,
having k×|a| units, where |a| is the total number of non-spatial
actions. Finally, the embedding vector, w, is obtained from the
Manager and both Us and Uns are multiplied with the vector
separately. The policy is obtained with a softmax over the
resulting tensors. Given that the Manager has its own state
representation and only outputs goal directions, no changes
were made to its structure.
To construct the shared perception, z, the preprocessed fea-
tures representing the state are passed through a ConvLSTM,
while a state preprocessed by a fully-connected layer is passed
to the Manager. This follows the same procedure used in
FullyConvLSTM to obtain both a state representation and a
value function for the Worker, while following the FeUdal
Network’s setup of using the Worker’s state to compute the
Manager’s internal state representation.

Network Blocks

Before obtaining the latent state space representation for the
Manager and Super Manager, a higher level state represen-
tation is obtained as per the FuN schematics. To obtain the
shared perception, the preprocessed features, xt, are passed
through a fully connected ReLU layer with d outputs, where
d represents the dimensionality of the shared state space.
The Super Manager feeds the latent state space to a dilated
LSTM, which outputs, ĝ. The final output, gSM

t , is obtained
by taking ĝ

||ĝ|| . The linear transform φ is a tensor of size (d, k),
where d is the dimensionality of the goal, gSM

t , and k is the
dimensionality of the embedding vector, w. The embedding
vector itself is obtained by multiplying the summation of the
past c goals with φ.
The Manager has the output of the dilated LSTM multiplied
by the embedding vector provided by the Super Manager. The
Manager also creates its own embedding vector in the same
way that the Super Manager does.
The Worker model is similar to the FullyConvLSTM baseline
agent. As input, the ConvLSTM takes the state and the step
size. Convolution is performed using a 1 × 1 kernel and 1
filter reducing the input dimensionality. To obtain the spatial
action, the output of the ConvLSTM is passed through another

1 × 1 convolutional layer with k filters. This matches the
dimensionality of the embedding vector. To obtain the non-
spatial action, the output of the ConvLSTM is passed through a
fully connected layer with |a|×k units, where |a| is the number
of possible non-spatial actions. This allows the output to be
reshaped and multiplied with the embedding vector, similarly
to the spatial action. Finally, the value function also uses a
fully connected layer, but with the dimensionality of the state
as the number of outputs. All fully connected layers use a
ReLU activation.
The value is computed by passing the state representation
through a fully connected layer with 1 output.

Learning

Each tier is trained independently, where managers predict
advantageous transitions in their state space, and reward their
subordinates for following these directions. By rewarding the
subordinate for fulfilling its manager’s goal, a successful sub-
ordinate would shift the resulting trajectories in advantageous
directions as well. This is formalised in Equation (7).
Managers with a Super Manager also have their own intrinsic
reward. This changes their advantage function to be equivalent
to the Worker’s advantage function:

AM
t = Rt + αRI

t − V M
t (xt, θ) (12)

where α is a hyper-parameter weighting the intrinsic reward.
Note that the reward obtained from the environment is still in-
cluded, as specified in the Manager-Worker FuN specification
(Vezhnevets et al., 2017). The intrinsic reward is obtained from
processing the Super Manager’s state differences and goals,
similarly to how the Worker’s intrinsic reward is obtained
from its own Manager, as in Equation (8). The Manager is
still trained using a transition policy gradient, as its output,
i.e. the goals, are still assumed to be a trajectory. Random
goals are emitted with probability ε at each step for each tier
to encourage exploration.

EVALUATION

The agents are trained on MoveToBeacon, DefeatSingleZealot,
and BuildMarines. In all scenarios, fog of war is disabled and
no camera movement is required. Some features are excluded
in order to reduce the computational complexity. Reducing
the number of features also reduces the amount of memory
required for each agent, making it possible to run more agents
in parallel. The chosen features must also be relevant to the
agent’s goal.
The MoveToBeacon scenario consists of a single Marine and a
single Beacon. The agent earns rewards by moving the Marine
toward the Beacon. Whenever the Marine reaches the Beacon,
the Beacon is moved to a random location that is at least 5
units away from the Marine. The scenario lasts for 120 seconds
and the episode ends when the timer expires. The agent must
be able to select the Marine and move it on the Beacon as
efficiently as possible. Features were selected as follows:
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• Screen features: player id, player relative, unit type,
selected, unit density

• Minimap features: player id, selected
• Non spatial features: available actions, single select

The DefeatSingleZealot scenario consists of a single Stalker
and a single Zealot. A Stalker is a ranged unit with fast move-
ment speed. A Zealot is a melee unit with slower movement
speed than the Stalker, but with more hit points. In addition,
the Zealot’s melee attack is stronger than the Stalker’s ranged
attack in a straight-up fight. Therefore, the agent’s objective is
to manoeuvre the Stalker in such a way that it uses its speed
and ranged attacks to deal damage from a distance without
being hit by the Zealot’s strong attack. Whenever the Stalker
deals damage to the Zealot, the agent is given a reward of
1. Whenever the Stalker kills the Zealot, the agent is given
a reward of 5. If the Zealot damages or kills the Stalker, the
agent is penalised with -1 and -5 respectively. Whenever a
unit dies, the remaining unit is teleported to one side of the
map while the dead unit is respawned on the other side. The
scenario lasts for 120 seconds and ends when the timer expires.
Features were selected as follows:

• Screen features: player id, player relative,
unit type, selected, unit density unit hit points ratio,
unit shields ratio

• Minimap features: player id, selected
• Non spatial features: available actions, single select

The BuildMarines scenario starts the agent off with 8 Mineral
Fields (resources), a Command Center, and 12 SCVs beside
the Command Center. SCVs, also known as workers, are units
which can be used to gather minerals and construct buildings.
The Command Center is a structure which can produce more
SCVs and serves as the drop-off point for gathered resources.
The agent must earn rewards by building as many Marines
as possible using these tools. In order to build Marines, the
agent must construct a Barracks to produce the Marines,
which in turn requires a Supply Depot. Units and structures
cost Minerals, therefore the agent must also learn to gather
Minerals from Mineral Fields using SCVs. Marines also cost
Supply, which is increased by building more Supply Depots.
The final reward is equal to the number of Marines built.
The scenario ends after 900 seconds. Actions which are not
required to construct additional Marines are excluded. Features
were selected as follows:

• Screen features: player id, player relative, unit type,
selected, unit density

• Minimap features: player id, selected
• Non spatial features: player, available actions, sin-

gle select, build queue

Preprocessing

Preprocessing is the same for all agents. Feature layers con-
taining categorical values are converted to a one-hot encoding
in the channel dimension followed by a 1×1 convolution. This
is equivalent to mapping categorical values into a continuous
space. The 1×1 convolution maintains the low dimensionality

in the preprocessing while still extracting meaningful statistics.
Numerical features are scaled using a logarithmic transforma-
tion for numerical stability. This matches the preprocessing
done on the DeepMind baseline agents (Vinyals et al., 2017).
Scaling numerical features is required as some features, such
as hit points or number of resources, might attain large values
which hinder the learning process.
The screen and minimap resolution were set to 32 × 32,
as opposed to 64 × 64. This reduction is done in favour
of training speed and lower memory usage over accuracy.
Empirical observations found this value to be enough to
visually distinguish individual units.

Baseline Agents

The reconstructed agents were trained under an ε-greedy pol-
icy. The initial value for ε was set to 0.5 and linearly annealed
down to 0.1 throughout the run. This is to obtain better short-
term results within the short training period. The maximum
number of steps per rollout, K, is set to 40, as specified in
the DeepMind paper (Vinyals et al., 2017). The learning rate is
randomly sampled from a log-uniform distribution in the range
of [10−4, 10−3] and annealed to half the original value, then
kept constant for the rest of the run. The entropy regularization
weight is sampled from a log-uniform distribution in the range
of [10−4, 10−2]. The weight of the value loss is sampled from
a uniform distribution in the range of (0, 1]. The discount rate
is set to 0.99. This discount rate follows the rate used by A.
S. Vezhnevets et al. (2017).

FeUdal Network

For the MoveToBeacon and DefeatSingleZealot scenarios, K
is set to 240, which is the length of a single episode. For
the BuildMarines scenario, K is set to 600. The horizon,
cm, of the Manager is set to 40 in all scenarios, as per the
specifications of A. S. Vezhnevets et al. (2017) (Vezhnevets
et al., 2017). The learning rate is sampled from a log-uniform
distribution in the range of [10−6, 10−4] and annealed to half
the original value by half the training run, then kept constant
for the remaining episodes. As with the baseline agents, the
entropy regularization weight is sampled from a log-uniform
distribution in the range of [10−4, 10−2]. The weights of the
value loss for the Manager and the Worker are sampled from
a uniform distribution in the range of (0, 1]. The discount
rates of the Manager and Worker are set to 0.99, and 0.95
respectively. This allows the Worker to focus on more short
term goals while the managers prioritize more long term goals.
The goal dimension for the Manager is randomly chosen from
the set {64, 128, 256}. The embedding vector’s dimensionality
is randomly chosen from the set {8, 12, 16}. The complexity
of the goal and the embedding vector may impact the time it
takes to converge. While a higher dimensionality allows for
more complex representation and possibly better results in the
long term, a simpler representation uses less computation and
memory, and may also converge to a better optimum in the
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short term. In this case, ’short term’ and ’long term’ aren’t
clearly defined and cannot be guaranteed to fall within a set
number of steps. As such, the dimensionality is randomised
in order to cast a wider net on all possible cases.

N-Layered FeUdal Network

The hyper-parameters for the Worker and Manager are the
same as those of the FeUdal Network. The horizon, csm, of
the Super Manager is set to 120 in the MoveToBeacon and De-
featSingleZealot scenarios, and set to 200 in the BuildMarines
scenario. The weight of the value loss for the Super Manager is
sampled from a uniform distribution in the range of (0, 1]. The
discount rate of the Super Manager is set to 0.999. This follows
the pattern set by the Worker and the Manager in providing the
Super Manager with more foresight than its subordinate. The
state and goal dimensions for the Super Manager are randomly
chosen from the set {64, 128, 256}. The embedding vector’s
dimensionality is the same for all levels of the hierarchy, and
is randomly chosen from the set {8, 12, 16}.

Optimisation

Training was performed using A3C. A parameter server main-
tains weights for a global network while worker networks
collect samples from the environment and calculate losses.
Each worker returns a rollout after either K forward passes
or after a terminal signal is received. The global network is
trained asynchronously using gradients obtained from each
worker. The workers are then updated with new weights
from the global network. Optimization consisted of running
8 asynchronous workers using a shared RMSProp (Hinton,
2016). Each new tier requires a rollout that operates at the
new horizon. Each rollout feeds inputs to the respective tier’s
training operation at the required resolution. This had the
Manager attempting to train from rollouts with different batch
lengths. The issue was resolved by padding the shorter batch
with either the last inputs from the previous batch, or with
the same adjacent values given no previous batch. Truncating
was considered and implemented, but padding was chosen in
favour of retaining information.

Hardware

Agents are trained on two separate machines. One has an i7-
6700K, 16GB of DDR4 RAM, and two GTX 1070 GPUs with
8GB of VRAM each. The other is a virtual machine set up on
the Google Cloud Platform, with 8 vCPU’s, 40GB of RAM,
and 1 K80 GPU with 11GB of VRAM.

Evaluation Criteria

Each training scenario rewards agents with a score depending
on their performance. The agent with the best maximum and
mean rewards in a particular scenario is deemed to be the
best performing agent. The mean rewards are taken to be the
mean score recorded at the end of all episodes during training.

The maximum rewards are taken to be the highest achieved
score throughout training. The maximum and mean rewards
are also used by DeepMind to evaluate the baselines, therefore
the same metrics are used in order to make meaningful
performance comparisons.
The time taken to accomplish each run is not taken into
consideration. Multiple runs were done in parallel on two
machines with different hardware specifications. As a result,
the time taken for each run cannot be directly compared and
used for evaluation. In addition, some training runs on the
virtual machine were done on CPUs instead due to GPU
memory restrictions, this also affects the amount of time a
single run takes.

Results

Each agent was trained for 240,000 steps in the MoveToBea-
con and DefeatSingleZealot scenarios, and for 540,000 steps in
the BuildMarines scenario. Hyper-parameters were randomly
sampled over 10 runs per agent per scenario. Random sam-
pling was chosen over other methods due to its simplicity in
terms of implementation as well as its effectiveness compared
to grid search and manual tuning in high dimensional hyper-
parameter spaces (Bergstra and Bengio, 2012).
Table I contains the best mean and maximum rewards obtained
by the agents.

TABLE I
AGGREGATED RESULTS FOR MAX AND BEST MEAN

Agent Metric MtB DSZ BM

Human Player Mean 28 70 138
Max 28 71 142

Atari-Net Best Mean <1 -61 5
Max 5 0 39

FullyConv Best Mean 16 -78 2
Max 27 -45 16

FullyConvLSTM Best Mean 10 -85 2
Max 25 -48 24

FuN Best Mean 5 -72 2
Max 14 0 22

NL-FuN Best Mean <1 -81 8
Max 6 2 59

Baselines
The FullyConv and FullyConvLSTM agents performed as
expected on MoveToBeacon. The Atari-Net agent performed
worse than expected, being unable to obtain a mean reward
of more than 1 reward over any of its runs. As per Figure
2, the baseline agents, with the exception of Atari-Net, excel
at this task, almost immediately obtaining a score that is
superior to the hierarchical agents. DefeatSingleZealot offered
a greater challenge than expected. All agents learned rudimen-
tary evasive movements, but the most successful agents were
those which avoided the enemy entirely. The scenario had
dense rewards but required precise timing. While the Atari-
Net agent outperformed all other agents in this scenario, no
agent managed to obtain a positive mean score over any of
its runs. The Atari-Net agent’s performance is in line with the
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original baseline agent’s performance on other similar combat
scenarios tested by DeepMind (Vinyals et al., 2017), where
Atari-Net also performed relatively well. BuildMarines was
expected to offer the hardest challenge to the agents. As seen
in Figure 4, Atari-Net diverges from its initial policy, leading
to worse rewards over time. FullyConv and FullyConvLSTM
performed as expected, being unable to learn a consistent
policy to build Marines.

Hierarchical Agents
On the MoveToBeacon scenario, the hierarchical agents per-
formed worse than expected. FuN performed better than the
Atari-Net agent. Due to the dense reward found in De-
featSingleZealot, both hierarchical agents were expected to
perform similarly to the baseline agents. NL-FuN obtained the
highest maximum reward of any agent, but failed to learn a
consistent policy. FuN performed slightly better, obtaining the
second best mean reward of all agents and almost matching
the performance of Atari-Net. The hierarchical agents were
expected to perform best on BuildMarines, as their long-term
goal trajectories are suited for scenarios with sparse rewards.
While the FuN agent failed to outperform FullyConvLSTM
and Atari-Net, NL-FuN outperformed all agents. Figure 4
shows the best mean rewards for each agent in this scenario.
NL-FuN has multiple reward spikes throughout its run. This
is a sign of instability which can be amended with a smaller
learning rate or more asynchronous threads. The rewards for
FuN change more aggressively compared to the other agents.
This is likely due to the randomly emitted Manager goals
exploring a trajectory toward a more advantageous direction,
and the Worker catching up to that direction.

Fig. 2. Best MoveToBeacon Runs

CONCLUSION

This paper presents NL-FuN, a hierarchical network generalis-
ing the FuN architecture to three hierarchical tiers consisting
of a Super Manager, a generalised Manager, and a Worker.

Fig. 3. Best DefeatSingleZealot Runs

Fig. 4. Best BuildMarines Runs

Managers share attributes with both the Super Manager and
the Worker, obtaining goal trajectories in their own latent state
space with respect to the goal embedded by their own manager.
This allows an arbitrary amount of additional Managers to be
introduced to the system.
NL-FuN has trouble performing precise actions over short
periods of time, but performs well over long term tasks. The
problem might be that the assumption that goals follow a
von Mises-Fisher distribution does not hold as strongly when
additional Managers are added. Additional work is required to
obtain insight into this interaction.

Contributions

Four contributions are outlined in this paper: Replicating three
baseline agents developed by DeepMind (Vinyals et al., 2017);
adapting FuN (Vezhnevets et al., 2017) to the SC2 domain;
constructing NL-FuN, an extension of FuN, supporting at least
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three hierarchical tiers, with a generalised Manager that allows
an arbitrary number of tiers to be added; DefeatSingleZealot,
a new scenario to benchmark the agents.
NL-FuN is designed for long-term planning in environments
with sparse rewards. In the BuildMarines scenario, NL-FuN
obtained a better result than the other AI agents, including
the original DeepMind baselines, in less time steps (540,000
vs 600,000,000). The BuildMarines scenario is particularly
challenging due to its large state space and sparse rewards,
requiring agents to make moves hundreds of steps in advance
of the reward.

FUTURE WORK

NL-FuN’s performance in MoveToBeacon and DefeatSin-
gleZealot calls for further improvement. With better hard-
ware, one can use a deeper convolutional network to extract
more meaningful spatial features from the state representation
(LeCun et al., 2015), resulting in better choices for spatial
actions. Implementing batch normalization would allow more
aggressive learning rates, speeding up convergence (Ioffe and
Szegedy, 2015). Sampling efficiency can be improved with
Proximal Policy Optimization (PPO) (Schulman et al., 2017).
Better hyper-parameters can be obtained with Population
Based Training (PBT) (Jaderberg et al., 2017).
Another avenue for future work is a more rigorous exploration
of the assumption that sampled state space directions follow
a von Mises-Fisher distribution, given by Equation (11). In
particular, an exploration of whether this assumption still
holds when more than two hierarchical tiers are introduced.
This affects each hierarchical tier’s ability to converge to its
manager’s goal at different time scales.
The agent’s weights can be initialised using supervised learn-
ing from replays of other agents. After initialisation, RL can
be used to further strengthen its performance. This was used
in the first public iteration of AlphaGo to initialise the value
network (Silver et al., 2016).
Self-play allows the agent to experience a gradual increase in
difficulty as it trains against itself. This method has been used
to great success in other agents such as TD-Gammon (Tesauro,
2002) and AlphaGo (Silver et al., 2016).
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ABSTRACT

In recent years we have been observing an increasing
adoption of artificial intelligence in video games. With
the increasing availability of powerful hardware and ad-
vanced algorithms, we can now scale up the quality of
the AI available to every Non Playing Character (NPC).
Despite this increased quality, every NPC can get pre-
dictable with time and game designers are struggling to
provide variety in games where many NPCs are present.
Designing a specific, and unique, AI for every NPC can
be a very time and resource consuming task. In this
paper we propose GENIE (Genes Driven Decision Tree)
as a tool to support game designers in the creation of
a wide variety of behaviours. With GENIE, it is pos-
sible to define an NPC behaviour in term of internal
parameters representing its state.

INTRODUCTION

As of today, we can observe an increasing adoption of
artificial intelligence in video games. In modern video
games, artificial intelligence techniques are used in a
wide range of activities; from pathfinding to procedu-
ral content generation, to machine learning. Among all
the possible tasks, providing complex and believable be-
haviour to Non Playing Characters (NPCs) is strategic
to convey a rich and compelling player experience.

Despite the possibility to describe very articulated
NPCs behaviour, every NPC will get predictable over
time. NPCs are getting predictable to players whenever
the same behaviour and/or decisions pattern is proposed
over a long time: a human counterpart is not going to
find this amusing or challenging. Another problem is
about providing variety when a population of NPCs is
involved: as a matter of fact, having all the NPCs behav-
ing in exactly the same way will provide a poor player
experience.

To support game designers in providing behavioural va-
riety on a population of NPCs we propose here a system

based on genetic algorithms. We baptised our system
GENIE (Genes Driven Decision Tree). GENIE allows
a game designer to define a set of possible states for
every NPC and represent them in term of internal pa-
rameters. These internal states can be seen as emotional
states for the NPC; in the same vein as human behaviour
is affected by emotions felt while taking decisions, the
behaviour of an NPC is affected by its current state.
From a more technical standpoint, internal parameters
can be used to drive a decision tree representing the
NPC tactical and/or strategical behaviour. GENIE uses
a genetic algorithm to generate internal states and pro-
vide multiple, and changing, behaviours to a population
of NPCs. The fitness function of the genetic algorithm
can be tuned to follow player’s reactions and adapt game
difficulty for an optimal user experience.

In this paper we are going to describe in detail how GE-
NIE works and, to prove the effectiveness of our solu-
tion, we will present results obtained by testing GENIE
on four games belonging to different genres.

RELATED WORK

The first historical example of AI applied to games
where the player was supposed to confront NPCs expos-
ing different behaviours is the game Pac-Man in 1980. In
late 90’s, agents in games started using information from
the surroundings to influence decision making such as
in the case of GoldenEye 007, Thief: The Dark Project,
and Metal Gear Solid where allies’ status was taken into
account. Also in the late 90’s, the newborn genre of
Real-Time Strategy (RTS) introduced the adoption of a
very large number of NPCs on the playfield. With RTS
games, NPCs started using interaction with one another
to implement strategies.

Moving now to a more scientific ground, we can find a
large number of contributions addressing the problem of
changing behaviours using an algorithmic approach. To
the best of our knowledge, despite this wide literature,
only a subset seems to be actually related to gaming.

Generative approaches are usually applied to games
with the aim to develop a human-like behaviour for
NPCs. As an interesting application, (Arrabales et al.,
2012) uses cognitive architectures to address the design
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of believable bots for First Person Shooter (FPS) games.
A more general approach is discussed in (Asensio et al.,
2014), where the problem of believability is also taken
into account trough Turing-like tests performed during
live gameplay.
Despite their applicability, generative approaches do not
provide a solution to the problem addressed in this pa-
per: a new generated behaviour might be too different
from the previous one and break continuity in use expe-
rience. A better solution could be to generate an initial
(believable) behaviour and then evolve it. In (Lim et al.,
2010), behaviour trees are evolved and recombined to
raise the competition level of an NPC, while in (Schrum
et al., 2012) a neural network is used to boost perfor-
mances of an agent playing an FPS game. In (Floreano
and Keller, 2010), a robot behaviour is evolved in order
to improve survival probability, while in (Vaccaro and
Guest, 2005) evolutionary computation is used to find
optimal end moves for the tabletop game Risk. In all ex-
amples above, evolution is intended as a way to improve
performances through generations and outperform a hu-
man player. While this is reasonable, to some degree, in
games such as racing or chess, the resulting player expe-
rience will be poor in plot-driven games. NPCs must not
be unbeatable: they are supposed to provide a reason-
able challenge to the player and accompany her through
the skill progression during the game.
The use of Genetic Algorithms (GAs) proved to be an
interesting approach to the purpose of this paper. Since
a genetic algorithm evolves a population by breeding
eligible subjects over time, we should not observe sud-
den and abrupt behaviour changes between generations.
Moreover, eligibility to reproduction can be tuned for
optimal player experience.
Genetic algorithms have already been used to evolve soc-
cer players (Whiteson et al., 2005) for the RoboCup com-
petition, robots to be trained for space battles (Stanley
et al., 2005), opponents in RTS games (Louis and Miles,
2005), tuning of FPS bots (Cole et al., 2004), and de-
signing chess platers (Hauptman and Sipper, 2005).
Unfortunately, all the aforementioned applications of
GAs to games are still targeting the evolution of the best
possible player. To the best of our knowledge, there are
no contributions about genetic evolution in games with
the purpose to evolve NPCs which is deemed optimal
for player experience. In our vision, evolution should
not be leading to a specific target but provide contin-
uous changes to follow the player skill and keep her in
the game flow.

GENIE

GENIE (Genes Driven Decision Tree) is a software tool
to be used within the Unity game engine. The pur-
pose of this tool is to ease the design of multiple, vari-
ated, behaviours for NPCs in a video game. Branching
conditions for the generated tree will be triggered by

variables defining the internal (emotional) state of each
NPC. This way, each NPC will offer a slightly differ-
ent behaviour depending on its state, starting from the
template.

In particular, the internal state of each NPC is defined
by a set of possible emotion that the NPC can ”feel”.
To each emotion, we associate a floating point value in
the range [0, 1]. In this scale, the value 1 means max-
imum intensity for an emotion while 0 means that the
emotion is absent in the NPC. The combined values of
all emotions represent the emotional state of the NPC.

Inside the decision tree, decision nodes can define a
threshold for each emotion. Emotions are not the only
elements in play when selecting a branch: decision nodes
may also need to check the surrounding environment,
depending on the game.

While the emotional state is fixed inside each NPC,
changes will take place when breeding new generations
using a GA. The adoption of a GA grants a smooth and
uniform transition between generations and allows ran-
dom, unpredictable, changes to be added thanks to mu-
tations. The intensity of each emotion is used as a chro-
mosome for the evolution. We implemented the genetic
crossover using the single-point crossover algorithm and
mutation by selecting a random chromosome (a random
emotion) and setting it to a random valuer. The adop-
tion of this lightweight algorithm is also helpful to im-
prove scalability in games where thousands of NPCs are
required, such as RTS games. While the purpose of the
selection phase is very simple: picking genomes (NPCs)
eligible for breeding, this operation is always tightly cou-
pled with game mechanics and player experience. As an
example, an FPS game might want to select NPCs with
a long lifespan while avoiding those who already killed
the player; this might be reasonable to make the popu-
lation challenging for the player, but not too powerful.
For these reasons, GENIE is not implementing any fit-
ness function by itself but is delegating the evaluation
to the developer.

While implementing GENIE, a number of choices have
been made to find an acceptable compromise between
usability and complexity. The compromise we found is
to have a general purpose tool but, to increase usability,
we limited it to four mainstream game genres. The four
game genres we selected for this implementation are:
FPS, stealth, role-playing, and roguelike games. For
each genre in this list, we are proposing (after thoughtful
discussion with game designers) a reduced set of emo-
tions deemed useful to evolve the specific NPCs. The
emotions selected of each game genre are reported in
Tab. 1. Anyway, given the object-oriented nature of
Unity, it is possible for the final user to easily extend
these sets and support new game genres. Moreover, to
make de designing phase easier, we also decided to im-
plement binary decision trees. This is not going to be an
actual limitation because it has been demonstrated that
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Table 1: Emotions Associated to Genres Inside GENIE

FPS Stealth Role-playing Roguelike

Afraid Bold Anxious Angry

Angry Forgetful Cautious Coward

Bold Paranoid Considerate Greedy

Tactical Strategic Panicked

Yielding Self-Assured

Shy

the expressivity of binary decision trees is not a subset
of the generic multi-branched version.

EXPERIMENTAL EVALUATION

To evaluate the actual effectiveness of GENIE, we per-
formed experiments with games implemented using our
tool. A game for every supported genre has been imple-
mented and tested with actual players.

For the evaluation, we engaged a group of 20 volunteers.
This group was made of Computer Science students with
an age between 23 and 28 years. In the group, we had
18 males and 2 females. All the subjects declared to be
active players and to be familiar with all the proposed
genres.

We asked every volunteer to have a play session with
each game and then fill in a feedback form. With this
feedback form we aimed to understand if the player was
actually perceiving a difference in the behaviours of the
NPCs while playing. During analysis, for each experi-
ment (genre), we classified the couples [action, emotion]
in three groups based on the share of players that per-
ceived them: 66% or more, between 33% and 65%, and
less than 33%.

In order to be able to compare results, demo levels have
been designed following a common structure. For FPS
and stealth games, where players are usually required to
follow a given path, we adopted a linear level structure
where three gameplay events (missions) are proposed in
sequence, as depicted in Fig. 1. To complete the level,
the player must survive all the events. For role-playing

Figure 1: Linear Level Organisation for FPS and Stealth
Experiments

and roguelike levels, where players have more freedom
to roam the map, we adopted a non-linear approach as
reported in Fig. 2. In this non-linear approach there are
three events available in the first part of the level. Af-
ter surviving all the events in any order, the player can
access the second part of the level through a bottleneck
section. In the second part, the same pattern encoun-

Figure 2: Non-Linear Level Organisation for Role-
Playing and Roguelike Experiments

tered before the bottleneck is proposed again in order
to beat the level.
In all the games used for testing, fitness functions have
been implemented using a scoring system. A score is
associated to each NPC action: when the fitness func-
tion is run, the NPC history is evaluated and an integer
number is returned. NPCs reporting the highest score
are selected for breeding.

First Person Shooter Experiment

In an FPS, the player is engaged in a weapon-based com-
bat simulation using a first-person perspective. During
the game, a sequence of missions must be completed
while fighting waves of NPCs. The artificial intelligence
driving the skills of the NPCs is significative of the level
of difficulty offered by the game. In this kind of games,
NPCs should usually vary the attack style, how they
move around, and how they take cover.
For this experiment we implemented a level with a com-
bat zone in a harbour. On the map, players and NPCs
can find environmental elements offering shelter. Some
of this elements are containers providing ammunitions or
safe passage between zones. During gameplay, a player
must confront with waves composed by five NPCs.
In the decision tree of the NPCs, a lot of conditions
must be evaluated. First, we have to check if the player
is in the range of visibility; then, considerations about
the current weapon and other equipment available on
the fields are drawn. Just to give a couple of examples,
taking cover takes precedence if the NPC is afraid to
fight while being bold is pushing to engage fighting even
if the NPC have a melee weapon (the player has always
a rifle). A screenshot of the game when dealing with two
tactical-inclined NPCs (pink particle effect) is shown in
Fig. 3.

Stealth Experiment

In a stealth-based game, the player is required to move
while staying undetected across an area guarded by
NPCs. The player is usually subject to a swift death
when confronting an NPC directly. In this kind of
games, the difficulty offered to the player depends on the
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Figure 3: Screenshot During the FPS Experiment

movement pattern, lever of awareness, and sensing sen-
sibility of the NPCs. To put variety in a stealth game,
NPCs should vary their pause/movement pattern as well
as their policy about looking for (or chasing) the player.

Our stealth game is set inside a small museum. In this
museum, guards are deployed to protect the artworks.
The player must traverse the map to steal a treasure
and then leave the premise. Along the way, the player
needs to retrieve two keys: one to access the treasure
and one to open the exit door. While doing this, the
player must remain unseen from the NPCs and avoid
generating sounds by bumping into obstacles. When the
player is detected, all NPCs will converge to the point
where something has been spotter or a sound heard.

During gameplay, NPCs can be static or patrolling
an area using a pre-determined path. The player is
equipped with a torch to increase environment visibility
and a crowbar to stun guards from the back; both, when
used, increases the chances to be detected. The game
ends whenever the player exits the building or is caught
by a guard.

The decision tree for the stealth experiment is simpler
than in the previous case but must include the possibil-
ity to coordinate with other NPCs. When the player is
detected, the number of nearby NPCs comes into play
and the guard might start chasing the player or move
away and call for backup.

Role-Playing Experiment

A Role-Playing Game (RPG) is a game in which players
assume the roles of characters in a fictional setting. A
character must overcome a sequence of challenges in or-
der to progress in experience and become more powerful.
In RPG games, each NPC usually falls in a specific cat-
egory and has its own statistics. Artificial intelligence
must be specialised for each category, which should also
evolve independently.

The RPG game we implemented is located in a dungeon
made of rooms connected by corridors. This dungeonis
populated by fancy creatures. In this game we imple-
mented four different NPCs: Minion, Melee, Mage, and
Healer. Minion and Melee are close-combat unit with

different attack power, while Mage is a ranged combat
unit, and the Healer will support other NPCs in the
area.
In this experiment we deal with multiple decision trees:
one for each NPC class. Even if the emotional traits are
shared, each class will behave in its own way.

Roguelike Experiment

The roguelike genre is a sub-category of the RPG genre.
A roguelike game requires the player to crawl through a
dungeon to kill monsters (NPCs), collect treasures, and
interact with the environment. In roguelike games, ar-
tificial intelligente of NPCs is typically limited to move-
ment and attack strategies. Differently from the RPG
experiment, the player has to follow a specific path to
reach the final treasure and it is required to overcome all
the enemies along the way. The player is equipped with
a ranged magical weapon and can collect power ups as
loot from slayed NPCs. A screenshot during gameplay
is proposed in Fig. 4.

Figure 4: Screenshot During the Roguelike Experiment

Like in the previous case, in this experiment we are deal-
ing with multiple decision trees. In particular, we de-
fined seven different classes of NPCs, each one with dif-
ferent special abilities.

Experimental Results

As already mentioned, we classified each action associ-
ated to a specific emotion in three groups based on the
share of players that perceived them. The outcome from
the feedback forms is summarised in Tab. 2. As we can
see in the table, a vast majority of the actions relative
to each emotion was apparent to more than two thirds
of the players. From these numbers, it seems that the
strategy adopted by GENIE is successful in producing
different behaviours.
In order to cross-check this result, we ran another set of
experiments with a different feedback form. In this sec-
ond set, we aimed to understand if the player could actu-
ally tell apart the different emotional states of the NPCs.
Volunteers have been instructed in advance about the
different emotions available in the game. Then, after
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Table 2: Summary of Perceived Actions During Gameplay

Share of players Experiment

FPS Stealth Role-play Roguelike

less than 33% 1 0 0 0

between 33% and 66% 2 1 3 0

more than 66% 12 6 11 8

each play session, they reported how well the emotion
was represented by the actions of each NPC.

Results show that there is actually a perceivable link be-
tween emotions and actions since the majority of feed-
backs reported a good in-game representation. Anyway,
we observed one exception when analysing the FPS ex-
periment, as reported in Tag. 3. As we can see, the

Table 3: Aggregated Feedback About Emotions Repre-
sentation for the FPS Experiment

Emotion Perception

Poor Fair Good

Very

good Perfect

Afraid 1 1 5 5 1

Angry 0 1 3 8 1

Bold 0 0 8 4 1

Tactical 1 1 7 2 2

Yielding 1 6 5 1 2

yielding emotion seems to be the only one not well rep-
resented, trending to a fair rating. To understand this
phenomenon, we did some oral interviews with the vol-
unteers. After the interviews, our hypothesis is that,
even if yielding is important for a game designer to char-
acterise an NPC, the player is not expecting to actually
see it on the battlefield; therefore, attention for that
kind of behaviour was low during the experiment.

CONCLUSION AND FUTURE WORK

In this paper we presented GENIE: a tool to support
game designers in the creation of a wide variety of be-
haviours. GENIE is based on discrete representation
of emotional states used as genomes for a generic algo-
rithm. Emotional states, used to drive decision trees,
are evolved to adapt NPCs to the player’s needs and to
enrich player experience by offering variety during game-
play. Experimental evaluation on four games provided
promising preliminary results supporting the validity of
our approach.

Possible extensions of the current work are the inclu-
sion for validation of other game genres and a study
about how it could be possible to evolve the emotional
state together with the NPC skills and features, like
in (Guarneri et al., 2013).
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ABSTRACT

This paper proposes a new taxonomy of video-game players: the
ACE2 model. Building upon related work in player taxonomies, the
ACE2 model sets out to refine the established Bartle’s taxonomy of
player types by incorporating the aspect of creation play (e.g., as
exhibited in modern games such as Minecraft), thereby rendering
the refined model more generally applicable to present-day video
games. The paper considers the model part of an ongoing investi-
gation into the relationship between aesthetics and mechanics in
games. As such, the contribution of this paper lies not in proposing
a definitive answer to taxonomic demarcation, it foremost attempts
to highlight a creative play dimension that could be considered
under-explored in classic player taxonomies. A model-validation
method to this end, is to allow human participants to identify the
subjective demarcation of creation play in a user study, in which
the aesthetic / mechanics expressiveness of games is assessed by
participants. The paper reports on the results of a first user study,
set to obtain an early indication of the model’s validity, prior to
extensive validation experiments. These first studies that compare
Bartle’s model with the ACE2 model indicate that (1) the ACE2
model allows for a more articulate labelling of single-player video
games, and that (2) even though creation play does not feature of-
ten, when it does it is a defining feature in modern games. As such,
the paper concludes by suggesting that (a) the descriptive expres-
siveness of the ACE2 model provides a substantial and functional
refinement of Bartle’s taxonomy of player types, and (b) further
investigation of the interplay of aesthetics and mechanics – as ex-
perienced by game players – may yield important insight in (the
taxonomic understanding of) creation play in games.

1 INTRODUCTION

Player modelling is a research area in game playing that is gain-
ing attention from both game researchers and game developers. It
concerns generating models of player behaviour and exploiting the
models in actual play. The general goal of player modelling often
is to steer the game towards a predictably high player satisfaction
[35] on the basis of modelled behaviour of the human player (i.e.,
in-game and/or real-world behaviour). Moreover, next to being
useful for entertainment augmentation, player models are useful
(among others) for game design purposes (e.g., analysing whether
the design leads to gameplay as envisioned by the designers), for
simulation purposes (e.g., simulating stories or evaluating game
maps), and for serious game applications such as education (e.g., tai-
loring the game to a player’s model for reaching particular learning

objectives) or health (e.g., personalizing games for rehabilitation of
elderly patients).

Indeed, player modelling is of increasing importance in modern
video games [16]. The main reason is that player modelling is
almost a necessity when the purpose of AI is ‘entertaining the
human player’ [35], with the human player and his/her affective
response to a designed experience being largely unknown. One
common method for player modelling, is to build on the established
taxonomy of players by Bartle [5]. In general terms, the taxonomy
demarcates between players being achievers, explorers, socializers,
and killers. While the taxonomy is tailored to multi-user dungeon
games (MUDs), the simplicity (and perhaps elegance) of the model
render is somewhat suitable for application to modern video games
as well [33].

However, there has been a fair amount of criticism on Bartle’s
model, noteworthy also by Bartle himself, who states that his taxon-
omy might be incomplete for games other than multi-user dungeon
games [7]. Indeed, games have evolved substantially since 1996,
with new manners of behaviour being exhibited which are not en-
capsulated in Bartle’s taxonomy of player types. While numerous
alternative models are investigated (e.g., Yee’s seminal work on
MMPORPG’s [37], the Four Keirsy Temperaments [21]; the Demo-
graphic Game Design model [9]; and the Unified Model [33]) – as
discussed further in the related work section – we observe that the
alternatives do not explicitly consider a vital aspect of numerous
modern video games, namely the aspect of creation play. Here, we
consider creation play to be exhibited play behavior with no explicit
purpose other than to build or create whatever the player desires
– and will further demarcate the term in the next section. Broadly
formulated, creation play is play behaviour beyond the traditional
explorer type – that is also (a) interacting (b) with the game world
– but done so for (often purposely) exploratory or goal-directed rea-
sons, while creation play can be consider play behaviour without
explicit purpose.

Indeed, the popularity of sandbox games such as Minecraft re-
veals that there is a strong desire for games that allow such ex-
pression. Furthermore, related work reveals that so-called sandbox
players are motivated by a unique set of motivators that are not
reflected in any existing player model [13, 36]. Throughout the
course of the paper – and building upon a user-study – we will
therefore advocate that the creation aspect of games should be seen
as its own distinct category.

As such, this paper contributes a new taxonomy of video game
players: the ACE2 model. Founded on related work in player tax-
onomies, the ACE2 model refines the established Bartle’s model
by incorporating the aspect of creation play, thereby rendering
the refined model more generically suitable for present day video
games.
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2 RELATEDWORK

The relationship between aesthetics and mechanics may be con-
sidered a foundational theme of game studies. It has already been
discussed widely, for example, in terms of core and shell [26], aes-
thetic qualities and formal structures [29], visual appearance and
procedural rhetoric [11]. One may correctly note that the exact
nature of this relationship has been discussed in term of “tight
coupling” [10], “seeing past fiction” [22], or a relationship in which
a fictional surface layer helps the player understand the game’s
goals, and then fades to the back of the mind [20].

This paper attempts to tread carefully on these complexities, as
they indeed cannot simply be reduced to an either/or: the player
can care for both aesthetics and mechanics. A tinkering creator can
care for mechanics; building something can be both an “aesthetic”
act as it can be a “mechanical” act.

As such, the contribution of this paper lies not in proposing a
definitive answer to taxonomic demarcation, it foremost attempts
to highlight a creative play dimension that could be considered
under-explored in classic player taxonomies. A model-validation
method to this end, is to allow human participants to identify the
subjective demarcation of creation play in a user study, in which
the aesthetic / mechanic expressiveness of games is assessed by
the participants. Thereby, one may indeed highlight the nature of
creation play, which may arguably be a unique play dimension
between aesthetics and mechanics.

To provide further context for the paper, we will go further
into (1) Bartle’s taxonomy of player types, (2) alternative player
models, and (3) will provide concise context on the topix of player
modelling.

2.1 Bartle’s taxonomy of player types

Barte’s taxonomy of player types was derived from the author’s
investigation into why people play MUDs. That is, when summaris-
ing the contents of his investigation Bartle saw a pattern emerging;
most reasons for playing could be grouped up in four distinct player
categories [5], illustrated in Figure 1. Bartle constructed two axes
to map the four categories, based on the sources of interest that
each player category has in the game. On the x-axis there is a focus
on players on the left, versus a focus on the game world on the
right. The y-axis goes from a focus on acting at the top, to a focus
on interacting on the bottom. The player types are situated in the
quadrants associated with their interests. An informal description
of the categories is as follows.

Achievers focus on acting on the game world, which boils down
to doing things in the game. They care little about the other players
in the game, or about the intricacies of the game if it does not result
in them gaining more points. Explorers are interested in interacting
with the game world, always looking for new things in the game.
They thrive on being surprised by the game, but not so much by
other players. Socialisers focus on interacting with other players.
They want to get to know new players and engage in social activity
with them. For them, the game world is mostly a backdrop to their
social engagements. Killers are looking to impose themselves on
others, acting on players rather than the game world. They thrive
on demonstrating how superior they are to other individuals.

Figure 1: Bartle’s taxonomy of player types [23].

Strengths of Bartle’s Taxonomy. Perhaps one of the biggest strengths
of Bartle’s model is its simplicity. With just four player types, di-
vided over two distinct axes it is easy to comprehend and intuitive
to use. Additionally, the use of a scale allows for player models
to have varying degrees of interest in the aspects of the game. A
player is usually not limited to one style of play, and can dabble
in other styles from time to time. Bartle’s model can account for
this by assigning values to each of the axes for a player, creating a
multi-dimensional model rather than just a single player type. The
fact that classifications similar to that of Bartle are widespread also
adds merit to the quality of this type of classification. As Stewart
notes, a great deal of player models are very similar to Bartle, and
thus to one another [33]. Further on in this paper we will take a
closer look at these other models. In addition to scientific player
models, there are also industry examples of companies that use a
classification which shares similarities with Bartle’s model.1

Shortcomings of Bartle’s Taxonomy. The main shortcoming of
Bartle’s Taxonomy of Player is that it is tailored for multi-user
dungeon games (MUDs), and not present-day video games. This
has made it difficult to use the model in games that are distinct
from its original design-purpose, even Massive Multiplayer Online
Role-Playing Games, which share many similarities with MUDs [7].
Indeed, applicability of the model is further reduced by the fact that
MUDs (and Massively Multiplayer Online games in general) are
steadily declining in popularity [8]. Pigeonholing Bartle’s model
even further is the fact that it was developed based on an online
multiplayer game. This means that all games which focus more
on delivering a single player experience are hard to classify using
Bartle’s model.

2.2 Alternative Player Models

Indeed, numerous other models exist that aim to categorise players
by their playing style.

1Noteworthy is the model employed by Wizards of the Coast in their design of new
cards for Magic: The Gathering [28]. They use a cast of three player types: Timmy,
Johnny, and Spike, which roughly correspond to Bartle’s Socialisers, Explorers, and
Achievers. In addition, they also allow for players to associate with multiple playing
styles in varying degrees of intensity. A possible reason for not having a Killer equiva-
lent in the model Wizards of the Coast employ might be that the multiplayer aspect
of the game is in most cases mutual. Players agree to play a game with each other,
whereas in MUDs the players are placed in a game with random other players.
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Yee’s seminal work on MMORPG demographics, motivations
and experiences [37] relates to the present research too. That is,
an exploratory factor analysis revealed a five factor model of user
motivations for MMORPG game – achievement, relationship, im-
mersion, escapism andmanipulation – illustrating the multi-faceted
appeal of these online environments [37]. Indeed, the multi-faceted
appeal of games may be particularly present in single player games
too, and may not be appropriately captured by Bartle’s model.

Tuunanen and Hamari’s work [17] – while not directly focused
on the descriptive expressiveness of a model, but on how players
have been categorized in game research literature – also provides
relevant input to our investigation. Their study suggests that player
typologies in previous literature can be synthesized into seven
key dimensions: skill, achievement, exploration, sociability, killer,
immersion and in-game demographics [17]. These additional di-
mensions of player categorisation indicate, as we also do in the
present paper, that important dimensions of player expressiveness
(and thereby, player-driven game categorizations) are not fully ad-
dressed in established player taxonomies.2

Also, a particularly interesting model is the Four Keirsy Temper-
aments [21], which uses a categorisation very similar to Bartle’s.
These were not derived from people playing games, but rather a pat-
tern Keirsey observed from the sixteen types of the Myers-Briggs
personality model. These four categories are high level constructs
of personality traits, which can be seen as a superset of Bartle’s
player types [33]. Even though Keirsey’s Temperaments are not
specifically tailored to games, they do allow for categorisation based
on the type of behaviour a person exhibits in the world, or in a
game world [33].

Another four type model is the model constructed by Bateman,
the Demographic Game Design model (DGD1) [9]. Through observa-
tion of video games Bateman came to four player types that are all
slightly different from the four Bartle types. However, as Stewart
notes, it is possible to construe the types of the DGD1 model as
hybrids of the Bartle types [33]. By elaborating on the Hardcore
and Casual modes described by Bateman [9], Stewart [33] created
six types that function as all possible hybrid combinations of the
Bartle types.

Finally, an interesting model is the Unified Model, by Stewart [33].
This model incorporates the different player models that we already
touched upon in the previous paragraphs. He shows that a number
of the most well-known player models as well as game design
models share so many conceptual elements, that – conceptually –
it is possible to combine them all in a single model [33].

However, in all the different aforementioned models we observed
that most did not explicitly deal with the creation play aspect that
some players enjoy in video games.3 The popularity of sandbox
games such as Minecraft indicates that there is a desire for games
with no explicit purpose other than to build or create whatever
the player desires. Most models regard building as a component of

2Tuunanen and Hamari’s go so far as suggesting the self-fulfilling and self-validating
nature of the current player taxonomies, because their relatively high use in game
design practices – as well as discusses – the role of game design in segmentation of
players [17].
3On a historic note, one may observe that Caillois already showed awareness of
the category of “construction games”, which he subsumed under mimicry [12]. The
historically interested reader may also appreciate Liboriussen’s application of craft
theory to game studies [25].

Figure 2: ACE2 taxonomy of player types.

simulation, where the player wants to copy something from the real
world. While the unified model does consider creative building, it
is shoehorned into Bartle’s explorer category [33]. Indeed, research
has shown that sandbox players are motivated by a unique set
of motivators that are not reflected in any existing player model
[13, 36]. As such, we would like to argue that the creation aspect
of games should be seen as its own separate category.

2.3 Player Modelling

Player modelling is a research area that focuses on analysing how
players go about in playing the games that they play, and then
using this information for various ends [14, 18, 27, 34]. In this
context, player modelling is generally concerned with four goals,
namely (1) providing an interesting or effective experience on the
basis of player models, (2) creating a basis for game developers
to personalize gameplay as a whole, (3) creating new user-driven
game mechanics, and (4) allowing the game developer to analyse
how distinct groups of players interact with and respond to the
game design [4]. In this paper, we will exclusively investigate the
construction of models based on behaviour that is exhibited by a
player within a game environment.

Noteworthy of the present paper, is that it analyses which games
facilitate which specific play behaviours, according to both Bartle’s
reference model, as the new ACE2 model. Such an analysis reveals
both the expressiveness of the investigated models, and indicates
which player styles are facilitated within a games. Particularly this
later aspect of player models, makes them applicable for use within
the game development process [27, 34] and for game analysis [5, 33].

3 THE ACE2 MODEL

We propose a new taxonomy of video game players: the ACE2
model. Building upon previous work in player taxonomies, ACE2
refines the established Bartle’s model by incorporating the aspect of
creation play, thereby rendering the refined model more generically
applicable to present day video games. Figure 2 illustrates the axes
and player types in the ACE2 model. At surface level, one observes
that it is reminiscent of Bartle’s taxonomy of player types, at least
with respect to it utilising two axes and four player types. Below we
discuss the motivation and design choices for the axes and player
types.
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3.1 Horizontal axis

As observed earlier, part of the weakness of Bartle’s model lies
in the fact that it is geared towards a very specific kind of game:
MUDs. Since we wanted to create a model that was applicable to a
wider variety of games we took a more abstract approach to games.
However, we quickly observed that the multiplayer aspect of games
adds numerous intricacies to the kinds of behaviour that players
display, that we decided to restrict the model to single-player games.
Indeed, this is a design choice that allows for a greater balance
between model simplicity and model articulation than would have
been possible had we included all kinds of games.

As Bartle’s x-axis dealt with the distinction between the vir-
tual world and its player inhabitants, we were no longer able to
incorporate this axis. Instead we consider the axis to deal with
different ways of players enjoying games. Indeed, there are numer-
ous reasons why players enjoy playing games [2, 24], and these
can reasonably be abstracted into two main categories which we
labelled Aesthetics and Mechanics. Whilst the term Aesthetics is
also used in the MDA model [19], here, we consider aesthetics to
be the aesthetic elements of the game that do not belong to the
gameplay. That is, e.g., the narrative of a game, its visual style (or
lack thereof) [31], the soundtrack, etc. etc. On the other side of the
axis we place the Mechanics, which are the elements of the game
that comprise the gameplay of a game, such as the actions that the
player can perform in the game world, or the interaction between
game elements.

3.2 Vertical axis

The vertical axis is exactly the same as it is in Bartle’s model, since
we observed that the distinction Bartle [5] makes between acting
on the game world and interacting with the game world is explicitly
(and particularly) present in single player games.

3.3 ACE2 Types

We will now describe all four player types of the ACE2 model, of
which the model derives its name (Achievers, Creators, Explorers,
Engagers).

3.3.1 Achievers. . The achievers in this model are closest to their
Bartle counterpart, since they focus on acting on the game mechan-
ics, which is similar in spirit to Bartle’s achievers, who act on the
game world. ACE2 achievers enjoy winning and gaining points
like Bartle’s achievers, but also enjoy obtaining mastery over the
mechanics of the game. An example of mastering mechanics would
be the ability to flawlessly execute complex combos in a fighting
game, or perfectly time a jumping sequence in an action game. This
way of enjoying games is not touched upon by Bartle.

3.3.2 Explorers. . The explorers closely resemble Bartle’s explorers.
They also seek to learn about the game’s intricacies and quirks, but
are more focused on the gameplay itself. Exploring terrain is not
as interesting to them as it is to Bartle’s explorers. They will often
look for interesting interactions in games, such as unique combo’s
in deck building games, such as Hearthstone, or novel use of game
mechanics. An example of the latter is ‘snaking’ in Mario Kart DS,
a technique that uses the drifting mechanic, which was intended

for taking corners, to increase the speed of the vehicle on straight
sections of the track as well.

3.3.3 Engagers. . Engagers are the first completely new type, and
focus on interacting with the aesthetics of the game. They are
more interested in the story or views a game provides, and not so
much the gameplay. They will often look for games that trigger an
emotional response, or that allows them to form an emotional bond
with the characters in the game. Interactive novels are an example
of games that resonate with this player type, as these often provide
minimal gameplay but instead deliver a rich aesthetic experience.

3.3.4 Creators. . Creators are the final player type in this model,
and are also the type that sets the ACE2 model apart from most
other models. While this kind of behaviour is often a minor part of
a different category, or even completely disregarded, here it has its
own player type. While these may appear counter intuitive, creators
– like engagers – are drawn towards the aesthetics of a game, but
seek to act on them rather than interact with them. This manifests
as creating structures or visuals within the game, effectively using
the game as a creative outlet. Creators can also use the game to
create their own aesthetic experience as to trigger an emotional
response in others who experience their work.

4 EVALUATION OF THE ACE2 MODEL

In order to analyse the conceptual refinement offered by the ACE2
model, we perform a user study in which the model is compared
to Bartle’s taxonomy of player types. The user study consists of a
series of questionnaires in which participants were asked to rate
how strong the focus on a particular kind of behaviour was in
selected games. By looking at how the focuses are divided for both
models we were able to compare the descriptive expressiveness of
the models on the selected games. Here, we will fist describe (1)
which modern video games were include in the study, (2) discuss
the design of the questionnaire, and (3) present the experimental
procedure.

4.1 Investigated Video Games

To ensure the inclusion of a wide variety of modern video games,
we created a list of well-known games from many distinct genres.
The existence of strictly-defined game genres is an ongoing topic of
debate in the scientific community, despite the fact that the notion
has been around for many years now [1]. For the purpose of the
current investigation, we adopt the following commonly accepted
game genres Action, Adventure, Role-playing, Simulation, Strategy
(cf. [3, 15, 30, 32]), and Sandbox (cf. [36]). Indeed, a sandbox game
is unique game genres in which the goals are set by the players
themselves, which is why a pure sandbox game attracts a specific
kind of player [36].

For each genre we selected three games in an attempt to cover as
many of the sub-genres as possible. Some of the selected gameswere
part of a series in which multiple games were nearly identical in
terms of the gameplay they provided. In such cases all these games
were grouped under the series. Table 1 shows a comprehensive list
of all games considered for this study.
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Table 1: List of the videos games that were included in the user study.

Genre Archetypal game series Matching inclusion criteria

Action Super Mario Bros. Super Mario Bros., Super Mario Bros. 2, Super Mario Bros. 3, New Super
Mario Bros, New Super Mario Bros. 2, New Super Mario Bros. Wii, New
Super Mario Bros. U.

Street Fighter Street Fighter IV
Halo Halo III and Halo IV

Adventure Sam & Max series Sam & Max Save the World, Sam & Max Beyond Time and Space, Sam
& Max: The Devil’s Playhouse

Tales of Monkey Island Launch of the Screaming Narwhal, The Siege of Spinner Cay, Lair of
the Leviathan, The Trial and Execution of Guybrush Threepwood, Rise
of the Pirate God

The Walking Dead Season 1: A New Day, Starved for Help, Long Road Ahead, Around
Every Corner, No Time Left, 400 Days. Season 2: All That Remains, A
House Divided, In Harm’s Way, Amid the Ruins, No Going Back.

Role-playing Baldur’s Gate Baldur’s Gate, Baldur’s Gate II, or their Enhanced editions.
PokÃľmon Red, Blue, Yellow, Gold, Silver, Crystal, Ruby, Sapphire, Emerald, FireRed,

LeafGreen, Diamond, Pearl, Platinum, HeartGold, Soulsilver, Black,
White, Black 2, White 2, X, Y, Omega Ruby, Omega Sapphire.

Final Fantasy VII, VIII, IX, X, X-2, XII, XIII, XIII-2, Lightning Returns: Final Fantasy
XII

Simulation Sim City Sim City 2000 and Sim City 3000
Euro Truck Simulator Euro Truck Simulator and Euro Truck Simulator 2
Nintendogs Nintendogs: Dachshund & Friends, Lab & Friends, Chihuahua & Friends.

Nintendogs: Best Friends, Dalmatian & Friends. Nintendogs + Cats:
French Bulldog & New Friends, Golden Retriever & New Friends, Toy
Poodle & New Friends.

Strategy Civilization Civilization IV, Civilization V
StarCraft StarCraft, with or without the expansion BroodWar, StarCraft II: Wings

of Liberty, and StarCraft II: Heart of the Swarm
Portal Portal, Portal 2

Sandbox Minecraft Minecraft
Garry’s Mod Garry’s Mod
Terraria Terraria

4.2 Investigated Facets

All items in the questionnaire took the form of a question about
how strong – according to the participant – the focus was in the
game in question (e.g., “How strong is the focus on beating levels
or opponents in the game”). The participant could answer on a five
point Likert scale ranging from “Very Strong” to “Barely There”. In
addition, participants could also answer “Not Applicable” should
they feel the item was not relevant to the game in question, or
“Can’t Remember” should they be unable to remember whether said
element was present in the game or not. A list of facets investigated
in the questoinnaire is provided in Table 2.4

Investigated facets applicable to Bartle’s model are: Achievers
(A1, A2), Explorers (A4, A5), Socialisers (A8, A9), Killers (A10, A11).
Investigated facets applicable to the ACE2 model are: Achievers
(A1, A2, A3), Explorers (A4, A6, A7), Engagers (A12, A13, A14),
Creators (A15, A16, A17). Since we constructed our own items for
this questionnaire we were very mindful of the fact that we could
influence the results favourably for ACE2 just by how we chose the

4In addition, the Appendixes – available online at http://bit.ly/1nNDH0N – provide a
full overview of the investigated questions and the accompanying results.

items. To prevent this we took special care to solely focus on the
actual behaviours we observed in commonly-available gameplay
footage, rather than on what would best differentiate the newmodel
from Bartle’s model.

4.3 Questionnaire Procedure

Upon loading up the questionnaire the participant was greeted
with an introduction screen where the goal of the questionnaire
was briefly explained, as well as explaining what was expected of
the participant in their answering of the questions (Appendix B).
When starting the questionnaire, the participant was presented
with a screen in which one could select the games with which
they felt comfortable enough to answer questions about (Appendix
C). For every selected game the participant was asked to fill in
the questionnaire investigating applicable facets (Appendix A). In
addition to the questions, the screen also showed the games in
question, and a small reminder on how to judge certain questions.

For this first user study, set to obtain an early indication of the
model’s validity, 43 game players participated. Selection of the
participants took place via convenience sampling of subject who
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Table 2: List of facets investigated in the questionnaire.

Facet Type Category Description

A1 Achievers Winning Beating levels or opponents in the game

A2 Gaining points Increasing a value, be it experience points, gold, achievement
points, or anything similar

A3 Mastering the game Getting better and better at the game. The learning curve is a
large part of the game

A4 Explorers Finding interaction between game
elements.

Discovering how game elements interact with each other, find-
ing the limits of the game engine

A5 Finding unexplored territories Discovering areas in the game that few other players have
been to

A6 Finding alternate strategies Beating levels in different ways than what is most obvious;
finding new ways to accomplish something

A7 Finding the optimal solution or
setup

Finding the optimal solution for a puzzle, or finding equip-
ment/weapon combination that provide the best boosts

A8 Socialisers Getting to know new players Meeting new players and communicating with them to get to
know them better

A9 Improving your social status in the
community

Getting more players to know you and see you in a positive
light

A10 Killers Causing distress in other players Interacting with other players in the game world as to ruin
their day. Often by killing their in game character

A11 Imposing yourself on other players (Forcefully) Interacting with other players in the game world

A12 Engagers Experiencing the narrative of the
game

The game features an extensive story

A13 Experiencing the visuals of the
game

The game provides stunning views, or features a particular art
style

A14 Interacting with the Non-player
Characters of the game

Engaging in dialogue with computer controlled characters, or
in other ways interacting with them

A15 Creators Creating new levels. Constructing new levels that are playable by others

A16 Creating your own structures, land-
scapes, or visuals

Using the game as a creative outlet. An example of visuals
would be pixel art

A17 Creating your own narrative Creating your own story for a custom campaign, or using the
game to create a movie (machinima)

fit the following criteria (1) the subject plays games more than zero
hours per week, (2) the subject at least a moderate game literacy, in
being knowledgable and having personal experiencewith numerous
classic game (e.g., Super Mario). The average age of the participants
was 23 years. For this preliminary study no data on gender was
collected for analysis.

4.4 Questionnaire Analysis

When analysing the results we transformed the answers given by
the participants into their assigned ranks, which were averaged
over the collected entries for the specific game / category. In the
case a participant answered “Can’t Remember” we did not take
this answer into account in the average. This gave us a score for
every category for both models, which we mapped on the plots
shown below. The scores range from 0 to 5, where 0 means that
this player type is not represented in the game at all according

to the participants, and 5 that this is one of the main foci of the
game. The reasoning behind this is that – while not a marker for
model evaluation – it allows for a game to be visually identifiable
through their shape on the plot, as well as making for an easier
visual comparison of differences between the models in the results.

5 RESULTS

First we will discuss how the models compare over all games, look-
ing at an overall analysis of the data. Second, we will take a closer
look at each of the genres and how well the models are able to
categorise their expressiveness.

5.1 Global analysis

By calculating the average for all player types among all games for
both models we were able to create the plot that can be observed
in Figure 3. The socialisers and engagers, as well the killers and
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Figure 3: Global visualisation over all investigated games.

creators have been put on the same ends of the axes in order to
make comparison easier.While the two shapes are similar, the ACE2
model has three directions in which it expands, whereas Bartle’s
model only expands in two directions substantially. This indicates
that participants were able to categorise with a higher degree of
articulation in ACE2, since more relevant options were available
to them. Appendix G1 plots the results for all games individually
using Bartle’s model. We observe that for Bartle’s model that the
killer and socialiser axes are sparsely populated with medium to low
scores. Appendix G2 also plots the data for the individual games,
but using ACE2 instead. We see that the achiever, explorer, and
engager axes are densely populated with high scores for the ACE2
model. While the creator axis is sparsely populated, a select number
of values scores quite high, which suggests that for the games in
which the creator aspect was relevant, it was highly relevant ac-
cording to the participants. This results suggest that the descriptive
expressiveness of the ACE2 model substantially outperforms that
of Bartle’s taxonomy of player types.

5.2 Genre-specific analysis

Action games. Appendix H1 plots the averages of the data for action
games for both models. We observe a slight difference between the
two models. Overall, the Bartle killers are more relevant for action
games than the ACE2 creators, but not significantly so; p < 0.07.
However, when observing action games individually it becomes
clear that ACE2 allows for a better abstraction of action games,
since all three games share a similar profile. This is unlike Bartle’s
model, of which the results can be observed in Figure 4.

Adventure games. Both models generate unique profiles for ad-
venture games, as is illustrated in Figure 5. However, Bartle’s model
only utilises two of the four axes, whereas ACE2 uses three. This
allows for a higher degree of articulation in the categorisation of
adventure games in ACE2.

Role-playing games. Like adventure games, role-playing games
all have similar shapes and are thus close to their average for both

Figure 4: Action games in Bartle’s model. The three profiles

have very distinct shapes, which makes it difficult to create

an abstraction for action games using Bartle.

Figure 5: Adventure games in both models. Bartle’s model

utilizes only two axes, whereas ACE2 utilizes three,

allowing for more articulation.

models. Bartle mainly utilises two of the axes, but it does not com-
pletely ignore the other two axes. The ACE2 model is again capable
of showing more articulation by using three axes, but the creator
axis is almost completely ignored, as is illustrated in Figure 6.
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Figure 6: Role-playing games in both models. Bartle’s

model utilizes only two axes, whereas ACE2 utilizes three,

allowing for more articulation.

Simulation games. Simulation games feature quite distinct shapes
in both models, although all scores across both models are on the
lower side. It seems that simulation games do not fit either model
quite as well as other genres. When considering the games individ-
ually a clear outlier can be observed in Sim City in the ACE2 model.
This is illustrated in Figure 7. We will investigate this in more detail
in the discussion section.

Strategy games. In Bartle’s model strategy games have a profile
that is quite similar to other genre profiles, whereas ACE2 produces
a more unique profile. Figure 8 shows both profiles, and when
compared to Figures 3 and 6 it is clear that Bartle’s model is not
well suited for creating abstract genre profiles.

Sandbox games. Sandbox games generate distinct patterns in
both models (Figure 9), making them easily identifiable. The Bartle
model shows a little more variance in the individual games than
ACE2. When looking at the creators axis in the individual games
(Appendices H3-M3), we can see that with a single exception all
high scores are in the sandbox genre. The one exception is in simu-
lation games, where the city builder Sim City also scores high on
the creators axis. The difference in scores on the creators axis for
sandbox game and any other genre is significant, with an unpaired
t test – and initial data indicating a Gaussian distribution – yielding
a value of p < 0.04 for sandbox versus simulation, and p < 0.003 for
sandbox versus other genres.

6 DISCUSSION

To conclude the present study, we feel it is important to discuss
several limitations of the investigation, as they link to interesting

Figure 7: Individual simulation games in ACE2. Sim City

clearly differs substantially from the other two games.

Figure 8: Strategy games in both models. Bartle’s profiles is

quite similar to the profiles for other genres.

future work (6.1), and wish to discuss several general observations
that support the intuition that creation play is an important aspect
in recent video games, and as such should by design be incorporated
in player taxonomies.
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Figure 9: Sandbox games in ACE2. All three games score

highly on the creators axis.

6.1 Limitations

In the present paper, Bartle’s player taxonomy is purposely lever-
aged to provide a means for initial comparison of a revised model
that intentionally – and by design – incorporates a ‘creation play’ as-
pect within its taxonomy. While Bartle’s taxonomy of player types
as a starting point indeed does not provide the basis that more
recent models offer in terms of scientific embedding in personality
theory (see Section 2.2), Bartle’s taxonomy of player types however
still provides a solid means for comparative analysis of conceptual
revisions; the comparative analysis can thereby be focused not so
much on model validation, but on what we are interested in fore-
most: the subjectively-experienced (creative) expressive range of
video games as a factor of distinct player types.

We must also consider that Bartle himself proposed a so-called
‘hacker’ player type in his later work [6]. While to some degree this
player type tinkers with available game mechanics, a hacker player
does so purposely, as compared to play with no explicit purpose
other than to build or create whatever the player desires.

Finally, we acknowledge that while gender information is not
encapsulated in this preliminarywork –which focused on obtaining
an early understanding of creation play as an important facet of a
game’s expressive range – analysis along gender lines is certainly
a point of interest in subsequent investigations.

6.2 General observations

When comparing the various axes with unpaired t-tests across
various genres we found very little significant differences, even
though by observing the graphs there seems to be a substantial
difference. An explanation for this is that it seems not all partici-
pants understood that the questionnaire was focused exclusively on

single-player games and thus still used Bartle’s killers and socialis-
ers, whilst one would assume that these play no role in single-player
games. However, the creators type forms the exception to this, show-
ing an overall highly significant (p < 0.04) difference between the
sandbox genre and others. This supports our hypothesis that the
creative player is a unique kind of player that should be considered
separately from other player types.

Focusing on the creative type, we want to briefly reflect on the
ACE2 outlier in the simulation games, Sim City. Due to their nature,
simulation games will often borrow elements from other game
genres in order to create the best simulation. In the case of Sim
City, which is a city builder type game, it is no surprise that the
creator player type is strongly represented whereas it is not in the
other simulation games. The answers for the items pertaining to the
creator type for Sim City differ significantly from those for the other
two simulation games, Euro Truck Simulator and Nintendogs, with
p < 0.0133. This strengthens our hypothesis that creative gameplay
is worth considering separately even further.

Lastly, while none of the results were significant, we did find
that the ACE2 model made it easier to differentiate between genres
by eye. When looking at Figure 10, the three shapes in Bartle’s
model are nearly identical even though they belong to very different
genres. This is more accurately reflected in Figure 11, where the
three games feature have distinct shapes, allowing for simple and
intuitive identification when observing the data. This shows us that
while the differences might not appear substantial on the surface,
the models do offer clear use in creating intuitive comparisons
that can help people in finding similarities and differences between
games.

7 CONCLUSION AND FUTUREWORK

This paper proposed a new taxonomy of video-game players: the
ACE2 model. Building upon related work in player taxonomies, the
ACE2 model sets out to refine the established Bartle’s taxonomy of
player types by incorporating the aspect of creation play (e.g., as
exhibited in modern games such as Minecraft), thereby rendering
the refined model more generally applicable to present-day video
games. The paper considers the model part of an ongoing investi-
gation into the relationship between aesthetics and mechanics in
games. As such, the contribution of this paper lies not in proposing
a definitive answer to taxonomic demarcation, it foremost attempts
to highlight a creative play dimension that could be considered
under-explored in classic player taxonomies. A model-validation
method to this end, is to allow human participants to identify the
subjective demarcation of creation play in a user study, in which
the aesthetic / mechanics expressiveness of games is assessed by
participants. The paper reported on the results of a first user study,
set to obtain an early indication of the model’s validity, prior to
extensive validation experiments. These first studies that compare
Bartle’s model with the ACE2 model indicated that (1) the ACE2
model allows for a more articulate labelling of single-player video
games, and that (2) even though creation play does not feature often,
when it does it is a defining feature in modern games. In conclusion,
it is suggested that (a) the descriptive expressiveness of the ACE2
model provides a substantial and functional refinement of Bartle’s
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Figure 10: Super Mario Bros., Sim City, and Final Fantasy in

Bartle’s model. We observe that all three games score

similar on the four axes despite belonging to three

different genres.

taxonomy of player types, and (b) further investigation of the inter-
play of aesthetics and mechanics – as experienced by game players
– may yield important insight in (the taxonomic understanding of)
creation play in games.

To do so, for future work, we will build upon the insights of the
present paper, and will perform extensive validation experiments
and data analysis that will draw correlates of creation play aspects of
gaming, to how distinct players perceive the aesthetics / mechanic
expressiveness of games – therein investigating the effect of player
characteristics and personality, and game literacy.
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ABSTRACT 
Entertainment in educational serious games is not the main 
purpose of these games. Research often suggests that 
entertainment plays an important role within educational 
serious games, while these educational serious games are 
often stigmatized for being boring. This research is done to 
better understand the effects of entertainment within these 
games. This effect was observed with participants playing 
different games and gauging their experiences. The results 
from this experiment yielded a result that entertainment 
does not influence the perception of learning in short term 
use cases of educational serious games. For long term uses 
future research would be required. 

 
INTRODUCTION 
Serious games are defined as games where the main 
purpose is beyond that of entertainment according to the 
Financial Times [1]. From this definition entertainment 
games are then defined as those games where the primary 
purpose is entertainment. This definition is derived from 
the article An Overview of Serious Games by Lamaarti, 
Eid, & El Saddik [2]. With educational serious games not 
primarily focusing on entertainment values, due to these 
games being serious games the following question arises: 

  
●  Does prioritizing entertainment over educational 
goals in educational serious games increase perceived 
learning? 

 
To answer this question the currently existing research has 
been researched, which includes similar studies, game 
design methods, and cases of entertainment games which 
are educational. To fully answer this question research is 
done through a survey and interviews. Finally, the results 
are combined to give an answer to the research question. 

 
EXISTING LITERATURE 

To answer the research question, the background of 
educational serious games must be understood. This 
together in the context of entertainment games with 
educational content can show what is currently known in 
terms of the entertainment values in educational serious 
games. Therefore, literature regarding game design 
methods for entertainment games and educational serious 
games has been researched. Other literature regarding the 
effects of entertainment in educational serious games and 
entertainment in educational serious games has been 
researched as well.  
“Permission to make digital or hard copies of all or part of this work for 

personal or classroom use is granted under the conditions of the Creative 
Commons Attribution-Share Alike (CC BY-SA) license and that copies bear 
this notice and the full citation on the first page”  

Game Design Methods 
Literature covering game design methods has been studied 
to better understand how both entertainment games and 
educational serious games work. Therefore, the most 
popular and applicable game design methods have been 
studied. The methods for educational serious games include 
methods such as LeGaDeE by Marfisi-Schottman [3], ABA 
as a design method explained by Kolić-Vehovec [4], and 
DPE by Winn [5]. The methods for entertainment games are 
MDA by Hunicke et al. [6], MTDA+N by Ralph & Monu 
[7], and Ubisoft Rational Design explained by McEntee [8]. 
 
The notable differences were that of educational serious 
games focusing heavily on the pedagogical nature of the 
games but with far less focus on the games themselves. An 
exception to this was the DPE model [5] which is based on 
the MDA [6] model as an extension. Another thing that was 
notable was the Ubisoft Rational Design model which covers 
the very fine details of game balancing and considers the 
flow of the game. Then this is further explained by the fact 
that this flow needs to be maintained by gradually increasing 
the in-game difficulty to accommodate for the player 
learning.  
 
Entertainment in Educational Serious Games 
Current existing research towards the importance of 
entertainment in educational serious games gives conflicting 
findings. Such is the case with the article Learning with 
serious games: Is fun playing the game a predictor of 
learning a success? by Iten & Petko [9]. In this study, tests 
were done that resulted in the answer that fun was not a 
predictor of learning with elementary school children. 
However, in the Triseum Game-Based Learning Validation 
Study Evaluation Report – 2018 by Tiede & Grafe [10], the 
results of several case studies resulted in successful learning 
results. Whilst this report does not go into the detailed effects 
of entertainment, it does hint towards entertainment playing 
a crucial role as motivator for the students involved in this 
project. 
 
Educational Values in Entertainment Games 
Whilst entertainment games focus primarily on 
entertainment first, there are cases of these games having 
educational elements. Cases like these are found in the 
article LEARNING ENGLISH THROUGH VIDEO 
GAMES by Vaisänen [11]. This article describes how boys 
who play more video games would get higher grades in 
their English class than people who did not. Another case 
of entertainment game being used in an educational setting 
is that of the article Age of Empires: “We used to get letters 
from schools” by Benson. This article covers how the 
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developers of the mentioned game, Age of Empires 
would get letters from schools and that the students of 
these schools would learn from this game.  

 
METHODOLOGY 
With the background information known, the following 
methods have been executed to answer the research 
question of this research. The methods cover the analysis 
of the existing literature, the execution of mixed method 
interviews, and the release of a survey. The results of 
each method have been analyzed, and then combined 
with the results of the other methods. These results of all 
the methods combined have then formed the answer for 
the research question. However, due to the scope of the 
project the answer would only be valid for short term 
uses. 
 
Mixed Method Interviews 
The mixed method interviews cover the process of 
gathering participants and interviewing these participants. 
There is a survey section present in this interview which 
returns quantitative answers with room for qualitative 
quotes and feedback. The target audience for these mixed 
method interviews cover digital media students from Breda 
University of Applied Sciences within the ages of 18 to 25 
years old. These students may have a bias for 
entertainment but do offer more critical insight towards 
their experiences with the offered test. These tests the 
participants have done consist of playing three different 
educational serious games. These games have been pre-
tested with a group of people outside of the targeted 
audience in order not to contaminate this targeted group. 
Therefore, the presented games have predetermined 
entertainment values and very similar educational values. 
The selected games consist of Answer The Question [13], 
Everyday Genius: Squarelogic [14], and Math Problem 
Challenge [15]. The participant has played these three 
games and rated each game after they have finished it. 
They have rated it on its entertainment and educational 
values. These values have then been analyzed to determine 
if a correlation exists between the entertainment values and 
the perceived learning values.  
 
Quantitative Surveys 
Quantitative surveys have been released in the shape of 
personally asking other people within the target audience 
to participate in this survey. The participants were also 
selected from digital media students from Breda University 
of Applied Sciences within the ages of 18 and 25 years old. 
This did mean that the target audience likely has a bias 
towards entertainment values. This survey asked the 
participants about what they deemed important in an 
educational serious game, and if they had played one in the 
past, what these experiences were. Questions relating to 
these past experiences asked the participants if they had 
enjoyed these games, and if they felt that they have learned 
something from these games. Whilst these questions were 
from past events, and therefore not reliable they did form 
a good baseline to compare results. Further, something 
worth noting was that personally asking people to 
participate in these surveys was not the originally intended 
method, but a backup method. This is due to the original 
method of digital distribution falling through. 
 

DATA RESULTS 
The resulting data from the methods yielded a similar 
answer across the board. All methods returned the answer 
that entertainment values do not correlate with the user’s 
perception of learning in educational serious games in short 
term uses. The biggest point of contention was the existing 
literature hinting at the existence of this correlation existing 
in the first place. In the existing literature there was only 
one case of this correlation not existing which was in the 
article by Iten & Petko [9]. However, the methodology in 
this article raised questions to the validity of the claim. This 
was due to the test being done with a game that could not 
be considered a game in the first place. This game only 
tutorialized web browsing, with somewhat pleasant 
aesthetics. There is however a similarity between the study 
mentioned in the article by Iten & Petko [9] and this 
research. Both projects focused on short term effects. 
However, the existing literature that does suggest that this 
correlation exists seems to suggest it exist in long term 
uses. These results did reflect a similar answer to both the 
conducted surveys, and mixed method interviews 

 
Data Results Mixed Method Interviews 
The data that has been gathered from the mixed method 
interviews yields a result that indicates there is no 
correlation between entertainment and perceived learning.  
 

 
Figure 1, Enjoyment ratings of the tested games 

 
In figure 1 can be observed that the third game, Math 
Problem Challenge [15] was rated the most enjoyable 
together with the second game, Everyday Genius 
SquareLogic [14]. 
 

 
Figure 2, Perceived learning ratings of the tested games 

 
Within figure two it can be observed that the amount 
people perceived to have learned varies greatly. There is no 
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real indication between which game did better or worse. 
 

 
Figure 3, Correlation of the first game 

 
The correlation test in figure 3 shows if there is an 
existence of a correlation between the enjoyment and 
perception of learning in the First game, namely Answer 
The Question [13]. As this figure shows with a 
correlation coefficient of 0.272 and a significance factor 
of 0.326 there is no existence of a significant correlation 
nor a strong correlation. 

 
Figure 4, Correlation of the second game 

 
 In figure 4 there is a correlation test of the second game, 
Everyday Genius: SquareLogic [14]. As shown in figure 4 
with a correlation coefficient of 0.465 and significance of 
0.088 the correlation was not strong nor significant. 

 
Figure 5, Correlation of the third game 

 
In figure 5 a correlation test has been done for the third 
game, Math Problem Challenge [15]. As shown in figure 5 
with a correlation coefficient of 0.361 and a significance 
of 0.187 there is no sign of a strong nor significant 
correlation. 
 
The results from all games returned without any proof of a 
strong or significant correlation between entertainment 
values, and perceived learning. These values as shown in 
figures 3, 4, and 5 all show that in short term use 
entertainment does not influence the perception of learning 
in any significant way. 
 

Data Results Quantitative Surveys 
The results from the quantitative surveys yielded a very 
similar result to those results found in the mixed method 
interviews. In this survey the participant was asked to rate 
their past experiences with educational serious games. 
After this, they were also asked to state their opinion if they 
believed entertainment was positive or negative to the 
learning experience. After this data was collected it was 
checked for correlations. The question involving the 
participant’s opinion then formed a basis to establish their 
perceptions of these games. 
 

 
Figure 6, Learned and Enjoyment in past educational 

serious game experiences 
 

In figure 6 the participant was asked at the start of the 
survey and as a check at the end of the survey if they had 
learned something and if they had enjoyed this game. This 
question was then later checked for accuracy through a 
correlation test, which resulted in it being accurate. 
 

 
Figure 7, Correlation between learning and enjoyment 

 
Figure 7 shows if there is a correlation between every 
individual’s responses if they had learned something from 
the game, and if they had enjoyed themselves. As it turned 
out with a correlation coefficient of 0.354 and a 
significance value of 0.117 there was no evidence to 
suggest the existence of a correlation.  
 

 
Figure 8, Target audience perception to the research 

question 
 

 Figure 8 shows the opinions of the participants on the 
importance of enjoyment in educational serious games. 
 
Like the results of the mixed method interviews, the 
quantitative surveys returned the same answer. There is no 
evidence that a correlation between entertainment and 
perceived learning exists in short term uses as is shown in 
figure 7. However, people do believe that enjoyment in an 
educational serious game would be positive towards the 
learning experience as is shown in figure 8. This may imply 
that enjoyment might be important in long term uses, but 
not in short term uses. 
 
CONCLUSION 
As shown through the research methods there is no 
evidence that there is a strong or significant correlation 
between entertainment and perceived learning in short term 
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uses of educational serious games. This means that 
entertainment would not play a significant role within 
short term use educational serious games. This would 
mean that a developer of such an educational serious 
game only has to design for the teaching aspects. 
However, since these results have only been found in 
short term uses, this does not mean that this result applies 
to long term uses. Since existing literature and the 
people’s perceptions suggest, see figure 8, enjoyment 
may still play an important role for long term use. This 
means that current educational serious game design 
methods are fine as they are. The current methods cover 
teaching elements in detail and are seemingly fine for 
short term educational serious games. For long term 
educational serious games, it is currently speculated that 
entertainment might be more important and therefore the 
design methods could benefit from entertainment 
models. 
 
To answer the research question, does prioritizing 
entertainment over educational goals in educational serious 
games increase perceived learning? The answer to this, at 
least in short use cases is no, it does not increase perceived 
learning. 
 
For future research the effects of entertainment on the 
perception of learning in long term use cases is a good 
follow up to give a definitive answer. Further research 
could also involve the effects of player or student 
motivation of a subject and their motivations within an 
educational serious game, and what kind of effect this has 
on the learning experience. 
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ABSTRACT

Achievements are used to encourage desired behaviour
and actions of a person. In the development of a
game, it is important to determine the achievement set,
as achievements reward desirable behaviour of players.
This study presents a twenty-one characteristic taxon-
omy developed to investigate the logic behind achieve-
ment unlocks. The goal of the achievement unlocks cre-
ated to expand and motivate players to discover new
aspects of the game. This taxonomy was applied to the
one hundred top-selling games parsed from the Steam
store, a major online retailer, yielding 6775 achieve-
ments from the games. Data analysis is done using deci-
sion trees, decision tables, and clustering algorithms to
determine relations in the outcomes of players receiving
achievements.

INTRODUCTION

An achievement in a video game is a reward for per-
forming actions predefined by the game developers, for
example rewarding the player with an improved weapon
for killing enemies, making user’s character stronger or
increasing health level for collecting inventory items, etc.
Bernard Suits states that “playing a game is the volun-
tary attempt to overcome unnecessary obstacles” Suits
(2005). Achievements add additional unnecessary ob-
stacles which can be voluntarily overcome, thus acting
as minigames to play in and of themselves in the larger
framework of a game. Bertrand Suits also states that
“[t]o play a game is to attempt to achieve a specific state
of affairs [prelusory goal], using only means permitted
by rules [lusory means], where the rules prohibit the use
of more efficient means in favour of less efficient means
[constitutive rules], and where the rules are accepted
just because they make possible such activity [lusory
attitude].” Suits (2005). Thus, the rules which open a
new horizon in the gameplay could be implemented as
achievements unlock conditions. Achievements unlock
specifies accomplishing all the rules and actions required
to get the achievement/reward.

The achievement system is a technique to retain players

in the game and motivate them to continue playing. Al-
garabel and Dasi (2001) define achievement as an acqui-
sition, learning, and form of knowledge representation
and competence of a person in a specific area designed
for the promotion of an expert level. The achievement
is not only a result of satisfying the game’s defined con-
ditions by the player, but it is also an assessment tool
of educational abilities and personal skills. Jane McGo-
nigal points out that “Real-time data and quantitative
benchmarks are the reason why gamers get consistently
better at virtually any game they play: their perfor-
mance is consistently measured and reflected back to
them, with advancing progress bars, points, levels, and
achievements. It is easy for players to see exactly how
and when they are making progress. This kind of instan-
taneous, positive feedback drives players to try harder
and to succeed at more difficult challenges” McGoni-
gal (2011). Achievement systems are used in games to
stimulate players not only complete the game but also
discover all its embedded mysteries and players are faced
with even more challenges Hamari and Eranti (2011).

Hamari and Eranti Hamari and Eranti (2011) discover
and define designing components of the achievement
based on the analysis of nine games: they are Signi-
fier, Completion logic, and Reward. Authors state that
a complete logic of achievement consists of a trigger
(an action or an event), game setting’s requirements,
game state’s conditional requirements, and a multi-
plier (amount of previous three components repetition).
Blair’s study on achievements influence on game-based
learning presents a taxonomy of achievement design fea-
tures Blair (2011). Some of the taxonomy items are:
Expected or Unexpected, Negative or Positive, Easy or
Difficult, etc. The taxonomy outlines a description of
general achievements characteristics and their usage in
a game.

Achievements drive players to be motivated to play the
game, influence overall popularity, and have an influence
on the development of player’s vital behavioural habits
and skills by rewarding desirable behaviour.

ACHIEVEMENT TAXONOMY

Since achievements have become an indispensable part
of gaming, the following study gives a taxonomy, clas-
sification, and prediction model for achievement com-
pletion. We provide:1) A taxonomy involving 21 char-
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acteristics of achievements, based upon a common pat-
tern among 279 achievements extracted from the top
three games on April 17th, 2016 from the Steam web-
site Valve Corporation (2016) and then applied to 6775
achievements of the 100 top sellers games in order to
verify it. 2) A model developed for the prediction of
the percentage of completion of achievements through
the decision tree algorithm. The description of the al-
gorithm given in Section V.3) Classification of achieve-
ments using clustering techniques: K-means and expec-
tation maximization. K-means based classification can
help to understand players’ preferences of games based
on their achievements. This can help in the construc-
tion of accurate user demographics. The expectation-
maximization algorithm created a clustering of achieve-
ments which shows achievements on different stages of
the game. This classification could contribute to the
prediction of the various stages of the game at which
players loses their interest. In this way, achievement
clustering can help to develop attractive games for the
users in future.
Results of the analysis is a guide for game developers
in general and especially achievement designers to con-
struct achievements by selecting the needed criteria to
reach the desired percentage of completion. The results
of the study benefit designers to improve the quality
of achievements, make games more balanced, by having
both easy and hard rewards and help motivate play-
ers to keep playing. These outcomes are the starting
point for the development of a semi-automatic system
for generation of achievements for games. The system
will require from the user (in the case game designer)
to select what criteria out of 21 presented in the paper
are needed and will predict what percentage of comple-
tion by players, the achievement is going to have. In
future researches, the system could be taught by neural
network algorithms to pre-generate achievements tem-
plates by given criteria.
Through the analysis of different achievements descrip-
tion, we subjectively identify a common logic behind
achievements and picked out 21 characteristics. By the
common logic behind achievement unlocks, we mean a
set of objective rules and actions required to unlock the
achievement. All of these characteristics are discernible
without speculation on the part of the designer at the
design phase.

The Taxonomy

The games achievement taxonomy consists of 21 binary
criteria, defined as follows:
• Duration — requires a certain period for it to be
achieved (seconds, minutes, days, seasons).
• Gameplay experience earning basis — requires level-
ups or gathering of experience points, etc.
• Invoked Action — requires well defined player-invoked
action which leads to the game event for it to be

achieved. This would for example not include such
achievements as “play the game for some time”.
• Compulsory compliance — required to be achieved for
further game progress.
• Reattempt — requires to have a condition failure,
where there exists the possibility to start again (mis-
sion failure, etc.).
• Repetition — requires the conditions for obtainment
appears several times during the whole gaming period.
• Multiplier — requires a predefined number of triggers
(actions, events).
• Character dependency — requires a predefined char-
acter is picked.
• Game setting dependency — requires some specific
settings of the game (mode, difficulty).
• Functional value unlock — requires usable in-game
and influences game process (more powerful weapon,
more sturdy armour, new skills available, etc.).
• Non-functional value unlock — requires the influence
of a social rank of the player in-game and outside-game
(new appearance of the character, badges, game cards,
pictures for the avatar, etc.).
• Handicaps — requires a player to meet with criteria
which would negatively affect a player’s skill.
• Pity — requires a linked to poor performance by a
player.
• Multiplayer — requires interaction with other players.
• Survival — requires the player to survive in certain
conditions.
• Game completion dependency — requires the game
completion to a certain percentage or level.
• Inventory dependency — requires the usage of certain
inventory (weapon, transport, etc.) .
• Enemy dependency —requires some actions from the
player concerning a specific enemy.
• Achievements dependency —- requires earning specific
other achievements to be unlocked.
• Story-related unlocks — requires some actions from
the player to be done based on the game’s plot.
• Discovering (exploration) — requires the player to ex-
plore gameplay map or some of part of it.

DATA COLLECTION AND TAXONOMY
STATISTICS

The input data for the study consists of one hundred
of the highest selling games with in-game achievements
from the Steam by the 15th of November 2016.
Table 1 shows three examples of the data used for the
study. Table 2 provides an example of Counter-Strike:
Global Offensive showing the structure of the spread-
sheet with the achievements of each game. It consists
of such components as achievement name, description,
and percentage of completion by players.
A 21 characteristics taxonomy mapped to 6775 achieve-
ments, and each achievement was evaluated on the ob-
jective 21 criteria by 22 people.
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Table 1: Example Games Data Organization filled in from Steam Valve Corporation (2016).
Name of the game Date of publication Genre Publisher Developer

Counter-Strike: 21 Aug, 2012 Action Valve Valve
Global Offensive

Project Genom 12 Oct, 2016 Action, Indie, NeuronHaze NeuronHaze
Massively Multiplayer,
RPG, Early Access

Grand Theft Auto V 14 Apr, 2015 Action, Adventure Rockstar Games Rockstar North

Table 2: Example Achievements from Counter-Strike: Global Offensive Data Organization.
Achievement name Description Percentage of completion

by players

Points in Your Favor Inflict 2,500 total points of damage to enemies 75.30%

Shot With Their Pants Down Kill an enemy while they are reloading 75.30%

Body Bagger Kill 25 enemies 74.40%

To identify achievements complexity, we calculated sev-
eral criteria an average, satisfied by the achievement.
We assume that achievements with more elements of
the taxonomy are more challenging to accomplish. The
average achievement satisfies four out of 21 criteria.

We examined which criteria are standard and those that
are important based on the rate of their appearance in
100 games, see Table 3.

Invoked Action appeared to be the most common cri-
teria for the data set; it is a component of 74.19%
achievements. Other criteria which appeared rather of-
ten are Reattempt with 47.1%, Multiplier with 38.94%
and Enemy dependency with the efficiency of occurrence
26.96%.

Two rare criteria for achievements are Pity with 1.24%
and Handicaps with the efficiency of occurrence 1.61%.

Decision Trees

Decision tree algorithms use a divide-and-conquer ap-
proach to build a tree from a function of one or more
attributes with values in the leaf nodes of a tree Wit-
ten and Frank. (2005). It is a graph representation of
decisions and their consequences Rokach and Maimon
(2014).

The classification is performed via a sequence of ques-
tions Duda et al. (2000). Starting from the top to
the bottom, each node with the question concerns spe-
cific property or characteristic of the pattern, leaf-nodes
shows possible values (classes).

The Waikato Environment for Knowledge Analysis 3
(Weka 3) is a software tool, which contains a set of ma-
chine learning techniques for solving data mining tasks
Frank et al. (2016). This tool was used to build deci-
sion tree models using the J48 Machine Learning Group
at the University of Waikato (2001c) algorithm, which
generates pruned and unpruned trees.

In the research, it was used to build a model for a per-
centage of completion prediction based on criteria val-

Table 3: Statistics on how often each criteria appears in
achievements.

Criteria name Occurrence(%)

Duration 6.19

Gameplay experience earning basis 15.13

Invoked Action 74.19

Compulsory compliance 10.84

Reattempt 47.1

Repetition 23.78

Multiplier 38.94

Character dependency 18.62

Game setting dependency 17.5

Functional value unlock 5.91

Non-functional value unlock 6.16

Handicaps 1.61

Pity 1.24

Multiplayer 15.36

Survival 10.41

Inventory dependency 20.03

Enemy dependency 26.96

Achievements dependency 4.52

Story-related unlock 12.73

Discovering(exploration) 11.89

Game completion dependency 15.55

ues. Each criterion treated as a binary question; Yes
and No to the question “Do achievement have this cri-
terion?”. By training the tree on the data set and using
percentages of completion as outcomes, we trained the
tree to create a prediction for a percentage of completion
for different sets of criteria.

Clustering

Clustering is an approach to group sets of data by some
similar characteristics Anderberg (2014).

For clustering, Weka Frank et al. (2016) algorithms are
used. SimpleKMeans Machine Learning Group at the
University of Waikato (2001b) is an algorithm based on
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Table 4: Example of achievements belonging to the clusters created by K-means algorithm.
Cluster Achievement name Description

Cluster 1 Kill One, Get One Spree. Kill an enemy player who has just killed four of your teammates within 15 seconds.
Brief Acquaintance. Play a Co-op multiplayer game through to the end.

Cluster 2 Not Just a Pretty Face. Make every ape in the world intelligent.
Visiting Diggers. Make your way to the digger’s cave.

K-means clustering.
K-means algorithm works as follows : 1) Initialization
of K cluster centers. Usually chosen K objects, farthest
from each other, or K random objects. Each of the
chosen objects assigned to the 1. . . K clusters, as initial
centers. By default, K equals two in SimpleKMeans. 2)
Assignment of each analyzed object to its closest cluster
center, using the Hamming distance, the Euclidean dis-
tance (default for SimpleKMeans) or the Manhattan dis-
tance (centroids computed as the component-wise me-
dian Jain (2010)). 3) Recalculate each clusters center
after the addition of every new object. Averaging the
cluster objects and assign this result as the clusters cen-
ter. 4) Repetition of steps 2 and 3 until there were no
changes in clusters centers.
Expectation maximization Machine Learning Group at
the University of Waikato (2001a) is another algorithm
for data classification from Weka 3 tool Frank et al.
(2016), was used for data analysis. It is expectation-
maximization on the base of multi-label classifiers.
The algorithm considers a set of data to be observed (X),
a set of missing values or unobserved (latent) data (Z)
and unknown parameters vector (Θ). It uses likelihood
function Larraaga et al. (2018):

L(Θ;X;Z) = ρ(X,Z|Θ)

.
Maximum likelihood estimate of the unknown param-
eters is calculated as shown in the function Larraaga
et al. (2018):

L(Θ;X) = ρ(X|Θ) =
∑
Z

ρ(X,Z|Θ)

.
Expectation-maximization algorithm is the iterative ex-
ecution of two steps:

1. Expectation step (E step): calculates values of the
log likelihood function, with respect to the current
parameter estimate Little and Rubin (1987).

Q(Θ|Θ(t)) = E(Z|Θ(t))[lnL(Θ;X,Z)]

2. Maximization step (M step): search for parameter,
which maximizes the likelihood of the quantity be-
low , taking into account expected estimates of the
unknown variables Little and Rubin (1987).

Θ(t+1) = argmaxQ(Θ|Θ(t))

Number of clusters in EM Little and Rubin (1987) de-
termined by the cross-validation or manually by user
input.

Cross-validation works as follows Machine Learning
Group at the University of Waikato (2001b):

1) Several clusters initially set to 1.

2) Split training set to ten subsets.

3) Perform EM ten times on the subsets from Step 2.

4) Calculate the average log-likelihood for all ten results.

5) In the case of likelihood increasing, increase the num-
ber of clusters by 1. Return to Step 2.

Task

In the research, it was used to create a classification of
achievement by grouped criteria and to find descriptive
criteria for each group. Descriptive criteria are those
that have the most influence on the group.

RESULTS OF ANALYSIS

Decision Tree

Input

For the experiment following training data sets were
considered:

First, the Top three selling games on April 17, 2016,
from the Steam website: Counter-Strike: Global Offen-
sive, Dark Souls III and Grand Theft Auto V, with a
total of 279 achievements.

Secondly, The top 100 sellers grouped by year of re-
lease. According to the table, thirty-four percent of all
top 100 sellers released in 2016. Games were analyzed
separately, by the season.

• 737 achievements in the Spring 2016 season.

• 206 achievements in the Summer 2016 season.

• 451 achievements in the Autumn 2016 season.

• 565 achievements in the Winter 2016 season.

Each achievement was assigned to one of five classes by
the value of percentage of completion in increments of
twenty percent.

Output

Top three selling games gave the highest number of cor-
rectly classified instances — 74.898%, so the model is the
most precise out of all created for five datasets. Preci-
sion value of the model was obtained based on the train-
ing (top three selling games) and test sets (four other
sets considered as input) split. The tree built on the
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Table 5: Example of achievements belonging to the clusters created by EM algorithm.
Cluster Achievement name Description

Cluster 1 Clean Sweep Kill the entire opposing team without any members of your team taking damage.
Wanderer Play the game for 5 hours.

Cluster 2 Participation Award Kill an enemy within three seconds after they recover a dropped bomb.
Genetic Challenger Play a VS multiplayer game through to the end.

Cluster 3 Non Starter Stop DarkWater from analysing the Necroa Virus.
Hide and Seek Prevent link with Chernobyl exclusion zone.

Cluster 4 Frontier Justice Have your sentry kill the enemy that just killed you within 10 seconds.
HE Grenade Expert. Kill 100 enemies with the HE grenade.

Cluster 5 Developer Spend 1 hour on the DEVELOPER level.
Sightseeing Play 60 minutes each on Stoneshill Hillside, Dark Forest and Battlegrounds.

data consists of thirty-nine nodes and 20 leaves. The
nodes represent characteristics from the taxonomy and
leaves represent the percentage of completion for the
achievement with all the prior set of nodes in the path.

For the data from the top three most selling games, it
was decided to build a decision tree, but with a broader
number of classes. New decision tree considers ten
classes. Outputted model of the J48 algorithm is less
precise, than a model with five classes, only 56.63% of
correctly classified instances.

As the model with five classes appeared to be more pre-
cise than the model with 10 classes, leading to the con-
clusion that five classes are the optimal number for the
division of the model.

The model with the top three selling games appeared to
be the most precise and working on test data, as well as
outputted the most descriptive decision tree. Given that
these top 100 sellers are popular, it is most likely that
they are played more often and are therefore more likely
to yield clear statistics as to the difficulty of achieve-
ments.

Clustering

With the EM algorithm, Weka 3 clustered input data
set into five groups, with 3069 (45%) achievements in
the first group, 2092 (31%) in the second group, 862
(13%) in the third cluster, 155 (2%) in the fourth and
597 (9%) in the fifth cluster.

SimpleKMeans resulted in two clusters, with 5421 (80%)
achievements belonging to the first cluster and 1354
(20%) achievements from the second cluster.

Descriptive criteria for each cluster were chosen from the
clustering outputs of both of these methods. Descriptive
criteria are those which occur more often in a cluster.
By the K-means clustering results, the efficiency of Mul-
tiplayer occurrence is 45% in the first cluster and only
14% in the other. Hence, the first cluster better is likely
to contain Multiplayer achievements, which are intrinsic
for Multiplayer games.

In the K-means clustering results, Cluster 1 contains
multiplayer achievements with a time limit, inventory
dependency and few actions required for the achieve-

ment, which are repetitive during the game. The
achievements from the second cluster depend on game
completion and discovering its plot; they require from
player to survive and earn experience. Example of
achievements from these two clusters, shown in Table
4.

According to the descriptive criteria and examples of
randomly chosen achievements from each cluster, we
created the names for the cluster. Achievements from
the first cluster could be described as Time-limited play-
ers collaboration, while achievements from the second
cluster, described as Single-player obstacles.

K-means classification is shown on the Figure 1. The
figure represents descriptive criteria for each cluster and
common criteria which appear in both clusters. Com-
mon criteria are shown in the middle of the figure in
the intersection of clusters, for example, Invoked Ac-
tion, Reattempt, etc. The classification separates the
achievements by the types of games from the player’s
collaboration point of view.

For the clusters created by the EM algorithm, examples
of achievements, shown in Table 5. Taking into consid-
eration the descriptive criteria of each cluster, and ex-
amples of achievements, we developed descriptive names
for clusters.

The first cluster’s criteria are related with starting and
experiencing the game, so its name is “Experience the
game”. The second cluster includes multiplayer achieve-
ments, where team fights with enemies, so it is called
“Face the game with allies”. The third cluster includes
achievements which are directly related with the plot of
the game, location exploration and other achievements,
so it is named as “Fathom the game”. The fourth cluster
unites achievements, in which player should use differ-
ent inventory and play for different characters, means
to explore insides of the game, that is why it is called
“Explore the game.” The last, fifth cluster is called
“Beat the game”, because it requires a player to be ex-
perienced in the game to change game’s settings and
explore it from the other perspectives, such as changing
the character or difficulty setting.

EM classification is shown on the Figure 2. The figure
illustrates descriptive criteria for each cluster, criteria
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Figure 1: Classification of achievements using the K-means clustering method.

Figure 2: Classification of achievements using the EM clustering method.
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which are common for two clusters (shown in the in-
tersection of two clusters, for example Repetition) and
those which are common for all clusters (shown in the
intersection of all clusters, in the center of the figure,
for example Duration, Invoked Action, Multiplier, etc.).
This classification divides the unlocked achievements by
the stage of the game.

CONCLUSIONS AND FUTURE WORK

This paper presents an analysis of achievements, con-
ducted from one hundred top sellers’ games from the
Steam website. It is determined whether there is any
dependency between achievement’s characteristics and
its percentage of completion. Twenty-one characteriz-
ing criteria were developed to perform the analysis.

Game designers can use the relation between sets of cri-
teria and percentage of completion to create achieve-
ments which will lead to low completion rate as a result
that will add an incentive for players to spend more time
trying to achieve it. The time spent in a game is an es-
sential factor for online games where players need to buy
a subscription for some period.

In future work, user demographics according to their
game preferences based on the classifications could be
constructed. Further studies should include differ-
ent analysis techniques, classification methods, and ex-
panded data set for the possibility of the inclusion of
other characteristics in the taxonomy.

The taxonomy can also be investigated from the game
flow point of view, to determine which criteria are pecu-
liar for specific actions. Further analysis can be done to
determine which emotions an achievement forces player
to feel and how these feelings are correlated with the
flow, and those with the taxonomy. Determining the du-
ration between the occurrence of different achievements
can help to analyze taxonomy from another perspective.
The time required for achievement completion should be
considered as another critical completion criteria to find
its dependency on the taxonomy. The use of more spe-
cific models of the clustering could also be examined,
see Ashlock et al. (2010).

The results of the research are valuable for researches
who study the psychological influence of video game
achievements on players. The study will help to delve
into the understanding of achievements logical content
(with certain criteria) influence on the emotional state
of the player who achieved it.
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ABSTRACT

As video games attract more and more players, the major chal-

lenge for game studios is to retain them. We present a deep

behavioral analysis of churn (game abandonment) and what

we called “purchase churn” (the transition from paying to

non-paying user). A series of churning behavior profiles are

identified, which allows a classification of churners in terms of

whether they eventually return to the game (false churners)—

or start purchasing again (false purchase churners)—and their

subsequent behavior. The impact of excluding some or all of

these churners from the training sample is then explored in

several churn and purchase churn prediction models. Our

results suggest that discarding certain combinations of “zom-

bies” (players whose activity is extremely sporadic) and false

churners has a significant positive impact in all models con-

sidered.

INTRODUCTION

The concept of churn is as old as the customer–service rela-

tionships themselves. Churn occurs when a certain user stops

using a service, i.e. when the relationship between the cus-

tomer and the service provider ends (Mozer et al. 2000). This

term is widely used in a variety of industries including retail

banking (Mutanen et al. 2006), telecommunications (Hwang

et al. 2004) and gaming (Runge et al. 2014, Periáñez et al.

2016).

Churn remains one of the most important metrics to evaluate

a business, as it is directly linked to user loyalty (Hwang et al.

2004). High retention (i.e. low churn) points to a healthy

business, and increases in user retention usually translate into

higher revenues. In free-to-play games retention is crucial,

since many of them have in-app purchases as their main source

of revenue and, moreover, gaining new users through market-

ing and promotion campaigns is typically much costlier than

retaining existing players (Fields 2014).

If there is a contractual relationship with the customer (as is

normally the case in sectors such as telecommunications, see

Mozer et al. 2000), the definition of churn is unambiguous:

it happens when the customer cancels the contract or unsub-

scribes from the service. On the other hand, when there is no

contract (or equivalent relationship) it is more difficult to as-

sess whether a user has really churned or not. The appropriate

way of defining churn in this kind of commercial activities

must be carefully studied in light of their particularities and

needs, and also of the purpose of the definition itself. This

is the situation that applies to online games (Periáñez et al.

2016, Bertens et al. 2017, Kim et al. 2018, Chen et al. 2019),

where most users stop playing without deleting their account.

Additionally, free-to-play gamers who are active but make no

purchases are of little or no economic value, and this allows

us to introduce another type of churn definition within the

video game context: purchase churn, which refers to paying

users who cease to spend money on the title and is as tricky

to define as conventional churn. (We will occasionally refer

to the latter as login churn, for clarity.)

The usual strategy is to consider that a player has churned

after a certain number of days of inactivity (Runge et al.

2014, Periáñez et al. 2016). Here we begin by examining

how to choose a suitable (login/purchase) churn definition

(in terms of days without activity/purchases). The goal of

classifying players into active or churned is twofold: On the

one hand, to have an accurate measure of the current health

of the game. On the other, to label players in an appropriate

way to successfully train churn prediction models.

Accurately predicting churn is of paramount importance for

any business. In video games, the early detection of poten-

tial (login or purchase) churners may give studios the chance

to target players individually—with personalized discounts,

presents or contents—in an attempt to re-engage them. Pre-

vious works addressing churn prediction in video games have

treated churn either as a classification (Sifa et al. 2015, Chen

et al. 2019) or survival problem (Periáñez et al. 2016, Chen

et al. 2019), with the latter approach being especially well-

suited due to the censored nature of churn. Other related

works used churn predictions to compute the lifetime value

of individual players (Chen et al. 2018).

Player profiling (i.e. grouping users based on their behavior) is

another noteworthy problem (Bauckhage et al. 2014, Drachen

et al. 2012; 2014, Saas et al. 2016), which we also address here

from a churn perspective. Our main goal is to characterize

players who are identified as churners but eventually start

playing again, namely false churners. Some of them are
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genuine false churners: in spite of meeting the corresponding

churn definition, they never left the game, but just remained

inactive for a relatively long time. Others (those who had

a lengthier period of inactivity before returning to the game

and thus can be considered to actually have churned) are more

rightly regarded as resurrected players. In contrast, we will

regard all players who start purchasing again after a prolonged

lapse without spending any money as purchase resurrected.

There is yet another group of interest in connection with

churn: players whose activity is so sporadic that—regardless

of whether or not they have been tagged as churners in the

past based on the particular churn definition used—they can

hardly be deemed as active users; we will refer to them as

zombies. Such a classification of players according to their

churn behavior is interesting on many levels, but in this work

we focus on assessing its impact on the accuracy of churn

prediction models.

The remainder of the paper is organized as follows: First we

introduce the two main standard approaches used to define

churn in video games, as well as the specific dataset and

definitions adopted in our experiments. Then, we describe

the churn prediction models analyzed in this study. Finally,

after presenting and discussing the prediction results obtained

by discarding different types of churners, we provide a brief

summary of our findings and deliver our conclusions.

Our Contribution

To the best of our knowledge, this is the first work to si-

multaneously address login and purchase churn prediction,

compare the classification and survival approaches and study

the effect of excluding different kinds of churners from the

training on the accuracy of the results.

DEFINITIONS AND DATASET

Defining Churn

Two main approaches to define churn in terms of player inac-

tivity can be found in the literature:

1) Using a fixed time window for all players (Kim et al. 2018).

For example, we could consider players who logged in dur-

ing the previous month but not within the current one to

be churners. This kind of strategy can be useful for some

purposes—such as tracking game retention over long time

scales—but it is not without shortcomings. In particular,

it is fairly insensitive to specific player connection patterns,

something especially problematic for churn prediction.

2) Using a moving time window for each player. To overcome

the limitations of the above approach, most works measure the

churn-defining inactivity period through a moving window,

i.e., referred to individual player time instead of calendar

time (Runge et al. 2014, Periáñez et al. 2016). While this

method is computationally more demanding, it is also much

better suited to model churn risk, and is thus the one followed

in this paper.

The length of the optimal moving time window is highly game

dependent. While in very casual titles a few days of inactivity

typically signal a real user disengagement, in massively mul-

tiplayer online role-playing games time between sessions is

usually much longer, and so longer time windows are required

to correctly identify churners. The situation is analogous for

purchase churn, as the typical purchase frequency may also

vary greatly from game to game.

In this work, window lengths are selected so as to minimize

two quantities: the percentage of false churners (number of

churners who eventually return to the game over total number

of churners) and the percentage of missed sales (sales from

false churners after they return to the game over total sales).

Considering long enough time windows can make both of

these quantities vanish. However, our aim is to detect churn

as soon as possible, both to have an accurate picture of player

engagement at any given time and to have sufficient room

for manoeuvre to try and re-engage potential churners. In

particular, for our churn definitions we consider the shortest

period of inactivity that keeps false churners under 5% and

missed sales under 1% (although these figures can be fine-

tuned according to the specific requirements of the analysis).

Further details are given below.

Dataset

We used game data from the Japanese title Age of Ishtaria
(a free-to-play, role-playing mobile card game developed by

Silicon Studio), collected between 2014-10-02 and 2017-05-

01. The data contains detailed daily information about each

player, including level-ups, playtime, purchases and sessions.

Only top spenders (VIP players or whales) were considered,

as they are the most valuable users. We define VIP players as

those with total outlay above a certain threshold (computed

from the first two months of data so that whales provide at

least 50% of the total revenue) and there were around 6000

of them in the studied dataset.

Data from other mobile games were also evaluated following

the same methodology, and we obtained equivalent results,

which shows the applicability of the proposed concepts to

online games. These results are not included in the paper due

to space limitations. In the case of non-online games, similar

principles could be applied. However, as the purpose of this

work is to give a solution that can be used in an operational

environment, we focused on studying online games, where

actions can be actively performed on the players and player

information is continuously updated.

Age of Ishtaria’s Churn Definition

Figure 1 shows graphically how the login churn definition

was inferred from the first two months of data. The percent-

age of missed sales (left) and percentage of false churners

(right) were evaluated for different churn definitions—letting

the inactivity period after which a player is considered to

have churned vary between 3 and 90 days—when consider-

ing all paying users (PUs, red curves) or just VIP players (blue

curves). As already discussed, we require these percentages
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Figure 1: Determination of the login churn definition for VIP players (blue) and all paying users (PUs,

red) based on two indicators: the percentages of missed sales (left) and false churners (right) during

the first two months of data. By imposing these percentages to remain below 1% and 5%, respectively,

we obtain 9 days (for VIP players) and 13 days (for PUs) as the inactivity period after which a player is

considered to have churned.

Figure 2: Cumulative survival probability (Kaplan–Meier estimates) as a function of time since first

login (left), game level (center) and cumulative playtime (right) for VIP players. Top/bottom panels

refer to login/purchase churn. Curves are stratified by churner type: normal, zombie, resurrected and

purchase resurrected players. Shaded areas represent 95% confidence intervals.

to be less than 1% and 5%, respectively, which yields an inac-

tivity period of 13 days for all PUs and 9 days for VIP players

only. Since our analysis is restricted to top spenders, we will

use the latter time window as our churn definition. Note that

the percentage of false churners will tend to increase when

considering extended data periods (longer than two months)

but, for practical reasons, it is desirable to set the churn defi-

nition as soon as possible. In any case, we checked that such
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increase was not very significant—the percentage remained

well below 10% even for longer windows of 6 months, taken

at different dates across the full dataset—which means that

the two-month data are representative of the overall churning

behavior and supports our strategy. (Note that our real aim

here is to restrict the number of genuine false churners. Thus

the percentage of false churners can be higher when consid-

ering the whole dataset, due to the increase in the number of

resurrected players.)

Following a similar approach we found that purchase churn
should be defined as 50 days without any spending for VIP

users. This inactivity period is much longer than in the previ-

ous (login) case, and thus a much larger (roughly by a factor

5) sample is needed to properly determine it. In practice, for

a new title, it is possible to obtain a first working definition

by using other games as reference, and then revisit it when a

large enough data sample is available.

Churner Profiling

Three different groups of players with a particularly interest-

ing churn-related behavior will be considered, and the impact

of excluding them from the model training examined. These

are

1) Resurrected players: Those who return to the game after

churning and remaining inactive for a prolonged period of

time. When churn is defined as less than 10 days of inactivity

(as in our case), we require that period to be of at least 30 days.

Users who return to the game before 30 days of inactivity

are considered to be genuine false churners (i.e., to have

been mistakenly marked as churners) rather than resurrected

players.

2) Purchase resurrected players: In this study we identify

all false purchase churners as purchase resurrected once they

start spending again. (We thus disregard genuine false pur-

chase churners.)

3) Zombies: Players who exhibit a too disengaged behavior

to be considered active users (but who are not churners at

that moment). In this study, players with less than 3 hours of

playtime, no level-ups and no purchases in the previous 30

days were labeled as zombies.

Players who do not fall into any of the previous three groups

will be referred to as normal.
In the sample considered, 21% of the players had churned

and 5% had purchase churned by the end of the data period.

Around 10% of all players were labeled as zombies, nearly

30% as resurrected and 23% as purchase resurrected at some

point throughout their lifetime. Although the high percentage

of resurrected players could suggest that our churn definition

was not restrictive enough, we should recall that its aim is

to limit the presence of genuine false churners rather than

resurrected players (who typically churn for good shortly after

returning to the game and thus do not increase the percentage

of false churners in the long run).

Figure 2 shows Kaplan–Meier survival curves for VIP

players—as a function of playtime, lifetime (time since first

login) and game level—stratified by user type. Purchase res-

urrected players have the highest survival probabilities against

both churn and purchase churn. (The only exception could

be purchase survival for very high game levels or playtime,

where normal players seemingly have higher probabilities,

although it is not possible to ascertain that due to the large

uncertainties.) On the other hand, zombies have the lowest

survival and purchase survival probabilities across all vari-

ables. Interestingly, for small lifetime (though not level or

playtime) values, resurrected players present higher survival

rates (against login churn) than normal players. After more

than a year the trend is inverted, as the survival probability for

normal players stabilizes whereas that of resurrected players

continues decreasing at the same pace. Note also that, in

general, purchase survival curves are steeper than the corre-

sponding (login) survival curves. This highlights the fact that

all churners are also purchase churners (while the opposite is

not true).

MODELING

We analyzed both binary and survival churn prediction mod-

els, exploring the effect of removing zombies, resurrected

players, purchase resurrected players and combinations of

them from the model training. The aim is to elucidate whether

the presence of these players might be introducing noise that

prevents the models from learning the typical VIP churn be-

havior more efficiently.

To get the results shown in this paper, data until 2018-03-01

was used for training and the remaining data until 2018-05-

01, for validation. Nonetheless, we also evaluated the impact

of varying the training and validation data ranges, obtaining

similar results in all cases.

Model Specification

Specifically, we investigated the performance of a conditional
inference survival ensemble model (Hothorn et al. 2006), de-

scribed in detail in previous churn prediction studies (Per-

iáñez et al. 2016, Bertens et al. 2017) of which the present

work constitutes an extension. Player survival was described

in terms of three different variables: playtime, lifetime (time

since first login) and game level reached. On the other hand,

binary classification was explored through conditional infer-
ence trees (Hothorn et al. 2006). Ensembles of size 1000

were used in all cases.

Feature Selection

Feature selection was also based on previous studies (Per-

iáñez et al. 2016, Bertens et al. 2017) that constructed game-

independent features measurable in most titles, such as play-

time, purchases or number of actions of each player. We

evaluated the best feature combination as a function of the

model (binary or survival) and survival variable (lifetime,

level, playtime). The possibility of adding a flag to identify

the type of user (e.g. 1 for zombies and 0 for normal play-

ers) was also investigated. However, these variables proved
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Table 1: Login and purchase churn prediction results for the binary and survival models, measured

through the area under the curve (AUC) and the integrated Brier score (IBS), respectively. Survival

results are given in terms of different predictor variables: lifetime, level and cumulative playtime. We

consider different situations with regard to the training sample: including all users (none) vs. excluding

zombie, resurrected or purchase resurrected players (or combinations of them). The best results for

each model and variable are highlighted in bold.

CHURN Binary models (AUC) Survival models (IBS)

excluding from training by login by purchase by login by purchase

lifetime level playtime lifetime level playtime

none 0.95 0.69 0.072 0.069 0.060 0.070 0.080 0.077

zombie 0.93 0.69 0.034 0.047 0.035 0.055 0.067 0.086

resurrected 0.90 0.68 0.043 0.048 0.041 0.070 0.080 0.080

p. resurrected 0.95 0.72 0.104 0.084 0.060 0.065 0.076 0.062

zombie, resurrected 0.94 0.69 0.029 0.041 0.035 0.055 0.057 0.086

zombie, p. resurrected 0.93 0.72 0.057 0.068 0.049 0.053 0.067 0.050
resurrected, p. resurrected 0.92 0.73 0.071 0.068 0.057 0.065 0.068 0.057

zombie, resurrected, p.resurrected 0.94 0.73 0.053 0.059 0.050 0.053 0.056 0.051

to bias the models towards the behavior of the special users

(affecting the accuracy of the predictions for normal players)

and were discarded in the end.

Model Validation

For conditional inference ensembles, model validation was

performed through specific survival analysis error curves and

the integrated Brier score (IBS) (Graf et al. 1999), in the

way described by Periáñez et al. (2016). The binary models

performance was assessed using the area under the receiver

operating characteristic curve (AUC); see e.g. Bradley (1997).

The set of players used for validation was the same in all

cases (excluding zombies, resurrected and purchase resur-

rected players) so that we can fully assess the impact that

training on different groups of users has on the predictions

for the same group of players. This strategy was adopted to

avoid massaging the data, which may lead to biased results.

RESULTS

The login and purchase churn prediction results for the dif-

ferent models (binary and survival) and survival variables

(lifetime, level and playtime) are summarized in Table 1. Pre-

diction error curves from the survival analysis of churn and

purchase churn are shown in Figures 3 and 4, respectively.

Both the table and the figures explore how the prediction ac-

curacy of the models varies when we exclude one or several of

the previously described player groups (zombies, resurrected,

purchase resurrected) from the training sample.

The impact of including or excluding these groups is large

in the survival analysis, but small to non-existent in the bi-

nary classification (where the only action that seems to have a

relatively noticeable effect is removing purchase resurrected

players when predicting purchase churn). This seems rea-

sonable, as the former method relies on learning probabilities

throughout the whole lifetime of each player and is thus much

more sensitive to the noise introduced by erratic churn be-

haviors. Remarkably, the choices that optimize the survival

results (discussed in detail in what follows) have a negligible

to slightly positive impact on the binary models, and thus the

same approach could be safely taken for both the classification

and survival problems.

Focusing on the left column of Figure 3 (where only individ-

ual groups of players have been excluded from the training)

we see that, for small lifetime, level and playtime values, the

most significant error reduction in login churn predictions is

achieved by removing zombies (although there is no such re-

duction for very short lifetimes), which is also reflected in the

IBS scores in Table 1. The improvement is further enhanced

as lifetime increases; for high playtime and level, however, the

trend is reversed and errors are lower (albeit not significantly)

when considering all players. Removal of (only) resurrected

players exhibits similar patterns, but with a generally lower

impact. Curiously, discarding purchase resurrected players

has almost the opposite effect: it affects very negatively the

performance for small values of all three survival variables,

but improves it at large scales—to the point of yielding the

best results for high level and playtime. However, the IBS

values in Table 1 clearly indicate that the overall performance

is degraded when removing these users.

As suggested by the previous discussion, the best overall re-

sults for login churn prediction are obtained by excluding both

zombies and resurrected (but not purchase resurrected) play-

ers from the training sample; see Table 1. On the other hand,

the overall negative impact of removing purchase churners

can be deemed reasonable, which may be explained by the

fact that these players—despite going for long periods without

any spending—can maintain typical activity levels in terms of

session frequency and duration and in-game progression, thus

providing the models with additional valuable information to

learn from.
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Figure 3: Prediction error curves for login churn as a function of lifetime (top), game level (center) and

playtime (bottom). They have been computed using a conditional inference survival ensemble model,

upon excluding zombie, resurrected or purchase resurrected players (left) and combinations thereof

(right) from the training sample.

Turning now to purchase churn, the effects of excluding only

zombies or only resurrected players (see Figure 4, left col-

umn) are qualitatively similar to the ones discussed for login

churn. Purchase resurrected players could have been antici-

pated to play a major role in understanding purchase churn,

and indeed their exclusion does provide an overall improve-

ment in all variables (lifetime, level and playtime) as shown

by the IBS values in Table 1. Interestingly, discarding these

players has a negative impact for short lifetimes—an effect

compensated for by the great gains at large values. This could

be suggesting that a more restrictive definition of purchase

resurrected players (by requiring them to start purchasing

again after periods not just longer but much longer than the

purchase churn definition, namely the approach followed for
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Figure 4: Prediction error curves for purchase churn as a function of lifetime (top), game level (center)

and playtime (bottom). They have been computed using a conditional inference survival ensemble

model, upon excluding zombies, resurrected or purchase resurrected players (left) and combinations

thereof (right) from the training sample.

login churn) might be needed.

As in the case of login churn, excluding both resurrected and

zombie players yields good results in terms of lifetime and

level; however, for playtime it is better to consider all players.

The highest overall accuracy is achieved by discarding zom-

bies and purchase resurrected players (being almost irrelevant

whether or not resurrected players are also discarded).

SUMMARY AND CONCLUSION

This study shows that excluding certain types of players (with

a particular behavior regarding churn) from the training sam-

ple can lead to better churn predictions in the context of video

games. Both binary classification and survival models were

evaluated. Even though both approaches yield accurate re-
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sults, the latter seems better suited for churn prediction, since

(as discussed in Periáñez et al. 2016) it takes into account the

censored nature of the problem and provides a much richer

output. Our results show that, in general, removing active

players with very limited activity (zombies) and those who

return to the game or after a long period of inactivity (res-

urrected players) leads to more accurate churn and purchase

churn forecasts. (In the latter case, optimal results are ob-

tained by removing also players who start purchasing again

after a long period without spending.) Moreover, excluding

certain players from the modeling might be helpful from an

operational perspective, as it would reduce the size of game

datasets.

This work proposes three new types of players based on their

churn behavior and aims to establish a basic framework for

further related studies (in a similar vein e.g. to the already

extended use of the “VIP player” concept). It also opens new

questions in game data science research, such as whether it

could be possible to foresee if a certain player will resurrect

and how many times she will do so, or to get an accurate

time-to-resurrection prediction. Finally, it represents a first

step towards finding better and increasingly complex ways

to characterize churn behavior that will improve our under-

standing of the phenomenon and the performance of churn

prediction models.
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ABSTRACT

Gamification is the use of game design elements in non-
game contexts with the aim of motivating users and
improving their productivity. It gave promising results
when applied to many domains. However, analysts pre-
dict that most gamification systems are doomed to fail-
ure due to the lack of understanding of the gamifica-
tion design process. Many attempts tried to propose
design frameworks for gamification. Nevertheless, only
few works were conducted to review the literature in
this area of research. The present work is an attempt to
review the literature for gamification design. It analyses
and compares 28 candidate papers dealing with gamifi-
cation design for generic application from different dig-
ital libraries. It results in a synthesis of the existing
body of knowledge and identifies gaps that need to be
completed.

INTRODUCTION

The concept of gamification defined as the use of game
design elements in non-game contexts (Deterding et al.
2011) gained a great interest from both academics and
industrials during the last years. It gave promising re-
sults when applied to many domains like education and
health among others. However, analysts predicted that
most of the gamification solutions are doomed to failure
due to poor understanding of the gamification design
process (Pettey and van der Meulen 2012). Different
approaches have been proposed to support the gamifica-
tion design process. However, only few works have been
interested in reviewing the existing body of knowledge
around gamification design. Accordingly, we present
this work as an attempt to characterize the state of the
art around gamification design. The rest of this article
is organized as follow: Section 2 presents related work to
reviewing literature for gamification design. Section 3
describes the research methodology we followed to con-
duct this review. Section 4 presents the results of this
literature review. Section 5 is a discussion of these re-
sults. Finally, we provide conclusions and perspectives
of this work.

RELATED WORK

We present in this section existing literature reviews for
gamification design:

(Mora et al. 2015; 2017) carried out reviews of gamifica-
tion design frameworks. They analyzed gamified design
frameworks according to related game design items clus-
tered in five categories (i.e. economic, logic, measure-
ment, psychology and interaction). This analysis aims
to determine if gamification frameworks inherit game
design principles for their development. Authors con-
cluded that the analyzed approaches are on the right
way. However, they don’t consider some important keys
for effective gamification design like involving stakehold-
ers, preventing risks and using metrics for measurement.

Recently, (Azouz and Lafdaoui 2018) conducted a sys-
tematic mapping study for gamification design frame-
works using 58 documents for comparison and analysis.
The main interest of this study was to determine the cur-
rent state of the art for gamification design frameworks.
However, as stated in (Petersen et al. 2008) systematic
mappings do not study articles in enough detail. They
emphasize on providing classifications and thematic in-
vestigations to identify publication trends.

(Bouzidi et al. 2019) propose an integrated ontology for
the domain of gamification. The ontology counts mod-
ular sub-ontologies for gamification concepts namely:
gamification core concepts, user concepts, psychologi-
cal concepts, organizational concepts, ethical concepts,
risk concepts and evaluation concepts. Authors carried
out a review of the literature to build their ontology.
The review includes concepts dedicated to gamification
design. For instance, gamification approaches, gamifi-
cation elements to be used (i.e. gamification mechanics
and dynamics) and user types. Yet, it does not analyze
in enough detail design aspects since it mainly covers
other sub-domains of gamification.

To sum up, there exist in the literature only two system-
atic reviews for gamification design where the considered
works date back to 2015 with only one systematic map-
ping study. Based on the aforementioned findings, the
need for a systematic review for gamification design is
clearly required.
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RESEARCH METHODOLOGY

We present in this section the research methodology we
adopted to conduct this review.

Research questions

We enumerated 3 research questions for this review as
follows: 1) What are the frameworks used for the design
of gamification for generic application in the literature?
2) What are the common design aspects that gamifica-
tion design processes consider? 3.1) Does it need tech-
nology to deploy gamification? 3.2) Does is it recom-
mend implementing the designed gamified system or it
uses existing platforms?

Data collection process

The string used for the search consists of two parts. The
first part includes gamification and gameful synonyms.
The second part includes terms that can be used to de-
scribe ways to build gamified systems. We list 9 terms
namely; framework, model, design, approach, method,
process, strategy, implementation and technique. Then,
we chose sources to make our search. We adopted ACM,
IEE, AIS Electronic Library, Science direct, Springer,
Wiley InterScience, Emerald Insight, Taylor and Fran-
cis Online, JSTOR as target sources.

Data extraction process

We designed two data extraction forms. The first form
is dedicated to papers proposing a way to design gami-
fication. It consists of a set of 17 questions grouped in
3 categories according to the three research questions.
The second form was used for review papers about gam-
ification design. It focuses on the selected works in each
review with the analysis criteria and results of the re-
view.

RESULTS OF THE SEARCH

In this section, we report the results of this review. The
first part gave general results providing statistics about
the selected studies. The second part answered the re-
search questions discussed in this paper.

General results

Through the research methodology, we identified 28
studies on gamification design. The number of studies
increased significantly in 2013 with 8 research studies.
This number dropped down in 2014 to mark 5 studies in
the next year. Starting from 2016, the number of studies
continues its gradual change to attend the peak during
the year of 2018 with 9 research studies. This shows
the great interest the field has gained in recent years.
We also note that conference proceedings and journals
are the predominant venues for gamification design with
respectively 13 and 6 studies.

Answering research questions

RQ1: What are the frameworks used for the de-
sign of gamification for generic application?

We summarize in table 1 answers to the first research
question. For each framework: it gives a brief descrip-
tion of the work, it identifies the adopted definition of
gamification, it determines if the proposed work is a
guideline only or a complete framework ( : A guide-
line, x: A complete framework), it determines if the
paper considers related work exclusively from the aca-
demic or professional world or both of them, (A: Aca-
demic, P: Professional, B: Both, NM: Not mentioned)
and it describes the domain of application of the pro-
posed framework.
RQ2: What are the common design aspects that
gamification design processes consider?
We present in the following a list of common design as-
pects the selected papers consider when presenting gam-
ification design approaches.
User-centric design
The user-centric design requires that the user’s needs
and goals are the primary concerns in each step of the
design process. Results revealed that applying user-
centered design in gamification is attracting more and
more the attention of designers. Almost half of the
frameworks support explicitly the adoption of the user-
centric design.
User types
User types is considered as an important input for gami-
fication design, since every type results in different pref-
erences to certain gamification elements. In this con-
text, researchers are working on player typologies and
the corresponding gamification elements. However, we
noticed that only 8 papers out of 25 explicitly cite the
player types to be adopted in the gamification design.
The most frequent player types are the Hexad player
types, Bartle’s player types and Octalysis frameworks
of motivational drivers (Böckle et al. 2018).
Gamification elements
Based on the results we reported, only 8 out of 25 papers
propose a list of gamification elements to be used during
the design process. Other authors state that selection
of gamification elements is a creative process. Thus,
limiting the choice of gamification element will restrict
designers’ creativity (Morschheuser et al. 2018).
Involving stakeholders
The objective of involving stakeholders in the design
process is to let them understand and participate in the
gamification solution. Even though recent studies rec-
ommend involving stakeholders in the early stage of the
gamification design, only 6 studies out of 25 recommend
doing so.
Feasibility step in the gamification process
Feasibility is an important steps that more than half of
the studies do not consider. We refer to this step by
using different names like feasibility, requirement , and
declaration step or by asking questions namely; deter-
mine if gameful design fit? Or check whether gameful
design is an effective and efficient strategy?
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In addition to the aforementioned aspects that gamifica-
tion design should consider, we present in the following
additional criteria that can be used to assess the quality
of a gamification design process.

Ethical consideration

Although gamification gave positive results to motivate
users, it is considered as a source of tension and pressure
that may affect social and mental well-being of the users.
Despite the importance of ethical regulation in the gam-
ification process, only 9 of the selected studies consider
this aspect when designing gamification solutions.

Risk consideration

Designers need to take in consideration potential risks
when making decisions about applying gamification like
task quality, cheating the system, and privacy of the
user. A good gamification process should prevent risks
and deal with them during the design of the gamified
system. Among the papers we analyzed, only 6 papers
address the risk concept in gamification design.

Evaluation of the proposed process

To evaluate the validity of a gamification design pro-
cess, authors in the literature used mainly case studies
with 54% to verify the applicability of their proposi-
tions. Other works adopt expert evaluation using ques-
tionnaires or interviews to assess the quality of their
work or combine both case studies and expert evalua-
tion.

RQ3: How is the gamified system implemented?

RQ3.1 Does it need technology to deploy gami-
fication?

Almost all papers where this aspect was discussed con-
sider that gamified systems need technology to be imple-
mented e.g (Morschheuser et al. 2018; 2017, Deterding
2015). While half of the discussed papers do not address
this issue, (Werbach and Hunter 2012) is the only work
that states that gamification does not necessary require
technology but it fits perfectly with online systems.

Does is it recommend implementing the designed
gamified system or it uses existing platforms?

An average of 80% of the studies do not mention how
to implement gamified systems. Only 4% (Deterding
2015) recommends implementing the gamified system
entirely while reusing existing gamification platforms
was never recommended alone. 16% of the studies rec-
ommend both implementing and reusing existing plat-
forms depending on the context and IT expert choices
(Morschheuser et al. 2018; 2017, Herzig et al. 2015).

DISCUSSION

In this section we provide some discussions about the
results we reported during this review.

Gamification theoretical concepts

During this review, we could identify that gamification
design is a trending area of research. Although early
works about gamification design date back to 2012, there
is still a lack of agreement on the main concepts in-

volved in the design process. For instance, gamification
definition has always been considered as the starting
point of each work proposing a way to design gamifica-
tion. However, there is not an agreed upon definition
for gamification among the selected papers. Each paper
adopts subjectively a definition based on the authors’
choice. Other concepts that need to be discussed are
gamification elements to be used and player types to be
considered. These findings highlight the need for more
philosophical research in order to establish the founda-
tion for a mature area of research.

Gamification design tendencies

In addition to usual gamification design approaches, we
identified the emergence of a new stream in gamifica-
tion design that adapts the gamified system to the user
by considering the needs and goals of the end-user. We
refer to this concept by adaptive or personalized gam-
ification design (Böckle et al. 2018, Lopez and Tucker
2018). Another tendency is the use of machine learning
methods in the design process by using task informa-
tion and individual’s facial expression data to predict
the performance of a user on a gamified task as reported
in (Lopez and Tucker 2018).

Gamification design gaps

Few interest was given to the way gamification sys-
tems are implemented. Existing frameworks propose
either reusing existing platforms or implementing the
new gamified system from scratch but no evaluation nor
validation research with rigorous experimental methods
was conducted in this context. Moreover, the technical
architecture of the gamified system was not included in
the design process even though separate works proposed
ways to deploy the gamified system (Sripada et al. 2016).

Ethical considerations are an important gap that design
work should consider. Only few recent studies include
ethical concerns when designing a gamification solution.
To this we can add preventing risks that may occur due
to gamification like cheating, undesired competition and
resistance to change. Future work should be able to
prevent these risks and deal with them if they take place.

CONCLUSION

In this study, the objective is to identify the existing
body of knowledge around designing gamification solu-
tions in generic contexts via 28 papers from the litera-
ture. Results of the review state that there is a rapid
and increasing interest on the design of gamification so-
lutions. Based on the results of this review, we iden-
tify a lack of an agreed upon body of knowledge around
gamification design. The result of this study may be
used to build a holistic approach based on the existing
isolated methods. Furthermore, this review highlights
new streams in the field of gamification design namely,
the adaptive gamification. This stream aims to provide
personalized gamification solutions tailored to different
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users and contexts to optimize gamification results.

REFERENCES

Azouz O. and Lafdaoui Y., 2018. Gamification design frame-
works: a systematic mapping study. In 2018 6th Interna-
tional Conference on Multimedia Computing and Systems
(ICMCS). IEEE, 1–9.
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ABSTRACT 
 
Since the early 2000s, game developers are more and more 
interested or involved in topics related to Humanitarian aid.  
From the first initiatives that targeted people totally external 
to the humanitarian situation to the most recent initiatives 
that tried to impact the situation. In recent years, video 
games for humanitarian causes reached a pivotal point: the 
apparition of games that try to have immediate measurable 
impact in particular regarding the population affected. For 
these kind of games new design paradigms seem necessary, 
as for instance the Do No Harm humanitarian principle. A 
continuum analysis offers a new perspective on this 
progressive involvement.  After an overview of the evolution 
of connections between game and humanitarian action, we 
will examine one representative case of these pivotal games 
for direct field intervention, to illustrate the way designers 
should integrate humanitarian intervention principles. 
 
INTRODUCTION 
 
Board games are used to understand humanitarian crises 
and to train to prevent them, as for instance PAX Sims 
board games Aftershock: A Humanitarian Crisis Game 
(PaxSim2015) or ISIS Crisis (PaxSim 2016). The use of non 
digital games as field intervention tools has also been 
explored by many humanitarian organizations for decades. 
They could aim, for instance, to help children suffering 
from trauma and need psychosocial support. Several 
manuals are available from field organization like Unicef 
(Macy 2002) or Terre des Hommes (Meuwly 2007).   
On the video game side, it took 15 years from the first 
initiatives to sprout real field impact. Most of this paper will 
document this progression and then provide a framework to 
position the current and future humanitarian games 
initiatives, from addressing audiences out of the conflict to 
affecting the victims themselves. Initially the developers 
used games to promote awareness about a specific crisis. 
Over time,  the objective shifted progressively to other kinds 
of impacts such as teaching about the role of some nonprofit 
or Non-Governmental Organizations. Also, the topic of 
humanitarian crisis became a context in entertainment 
games, and even began to feed art oriented interactive 
experiences. Later, games aimed to have more impact, even 

being used to raise fund for NGOs. Finally, there appeared 
several initiatives made to be deployed in the field: games or 
gamified applications developed for the prevention of risks 
during crisis; or to help on the educational or psychosocial 
levels. 
Developers, designers and researchers have reached a 
pivotal point these last years with the apparition of this last 
category of games. The design, production and distribution 
of these humanitarian field games raised new questions and 
now need specific paradigms to achieve their goals. The 
discussion part will evoke the integration of some of the 
core humanitarian principles into the process of making 
game suitable with crisis environment. 
Note that in this paper, when we refer to humanitarian 
games, it covers exclusively Video Games, whatever is the 
form of connection to the topic, from entertainment games, 
that use humanitarian crisis as contexts, to games that aims 
to impact a current crisis. 
 
THE EVOLUTION OF HUMANITARIAN VIDEO 
GAMES 
 
In our research we try to reflect a particular aspect of the 
evolution of humanitarian games. In the ensemble of titles 
fitting with this category, the origins of the projects 
(funders, clients, etc) vary a lot. Their aims also cover many 
types of impacts (awareness, educational, entertainment, 
etc.). Regarding past attempts to distinguish categories of 
games with an intended impact, mainly from serious game 
field, we try to establish our own lenses. 
 
Sorting humanitarian games using past taxonomies 
 
There are already several taxonomies of video games with 
measurable impact, but none really help to visualize this 
progression. For instance, the Sawyer et al (2008) taxonomy 
proposes a grid with two dimensions: one (Rows) for the 
type of market segment that the game tries to impact 
(Government and NGO, Defense, Healthcare, etc.), and the 
second (Column) related to the type of purpose (health, 
training, advertising, etc.). This central grid is completed of 
sub-grids dedicated to different purposes. In the main grid, 
the market row “government and NGO” might help to 

classify several of the games we want to investigate: for 
instance, the games produced or made for NGOs. But a part 
of the games related to humanitarian games does not find a 
proper slot, even in the sub segmentations proposed in the 
overall Sawyer proposition. Games from the entertainment 
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realm engaging in awareness or empathic intentions like 
Bury me, My Love (The Pixel Hunt et al. 2017) couldn’t fit 

in this strict serious game perspective. Also, the fact that, in 
Sawyer’s taxonomy, we have to zoom in to view several sub 

categories of intended impacts does not help to clearly 
illustrate the key dimension of our approach, the link to the 
field of humanitarian work. 
Several following taxonomies investigated by Djaouti et al 
(2011) are related to specific purpose (Bergeron 2006; 
Alvarez et al., 2007) or to the market (Zyda 2005; Chen et 
al. 2005; Alvarez et al. 2008). However, they all suffer from 
the same issues: they are strictly categorizing serious games, 
making it difficult to use them to illustrate the link to the 
field.   
Djaouti et al. (2011) propose a simplified model: the G/P/S, 
for Gameplay / Purpose / Scope. This approach can 
potentially help us to analyze our set of games, but again the 
authors apply their model exclusively to serious games. If 
we accept that an entertainment game could also aim to 
have an impact (promote a culture, rise the attention on a 
societal issue or situation, etc.) then this model could 
eventually help to classify all humanitarian games. 
Modifying the “scope” dimension to include the audience 

and market of use could be a way to include our main 
dimension of analysis, the connection to the field, but by 
making all these transformations we completely change the 
current classification model.  To achieve our main objective, 
by illustrating a progression of connection from the 
activities and themes of the game to the humanitarian crisis 
itself, we must set up a new approach.  
 
Dimension to observe the evolution  
 
Our goal is to observe the evolution of humanitarian video 
games from the last 15 years. The origins of projects 
(Funding, client) and types of audience are interesting 
parameters to classify the different types of initiatives. We 
also noted another interesting parameter, one that illustrates 
an evolution: How the game is connected to an actual 
situation and impacts it? We can set this dimension in a 
continuum from games that address an audience outside of 
the crisis, to games that directly address the victims with a 
clear attempt to impact the field situation.  
 
Along the continuum 
 
The following list of games is not exhaustive but an attempt 
to get representative ones, with examples of positioning all 
along this continuum. We start games most distant from the 
actual humanitarian situation and with no explicit link to 
people affected by a crisis. The more we progress in the list, 
however, the closer we become to the field. 
 
Entertainment with fantasy context 
The first examples come from entertainment. Numerous 
games use humanitarian crisis as elements of their narrative 
contexts or gameplay.  In our continuum, these types of 
games, using fantasy contexts, are the most distant from the 
situation. The users and makers are distant from the field 
and there is no impact on an actual, identifiable crisis.  

The refugee figure is particularly present. We can cite 
Neverwinter Online (Cryptic Studios 2013) and Final 
Fantasy XV (Square Enix 2016) as representative examples.  
In Final Fantasy XV the player meets the Comrade Refugees 
during a specific quest chain and has to rescue them. In 
Neverwinter Online an entire environment is dedicated to a 
crisis: the Lonelywood. In this scenario, the player must 
complete various quests in order to protect refugees.  These 
tasks include but are not limited to: finding wood to make 
fire, fetching medications, escorting groups of refugees, and 
defending the camp. 
 
Art and experimentation with no specific situation 
In another distant position from the field, we can find some 
art installations or experimental games. The following 
examples use humanitarian crisis as a topic and, here again, 
the concept of refugee is a strong figure. If the approaches 
could be abstract or conceptual, they find their inspiration 
into current humanitarian crisis. Compared to the previous 
examples, this is a step in our continuum.  
Several games and playable installations were proposed to 
the public during the Art Game Demos#4 artistic event in 
Lyon in December 2017, dedicated to the borders and 
refugees topics (http://www.kareron.com/art-games-demos-
evenements/#agd4). For instance the game North, 
(Helfenstein et al. 2016) invites the player to experience 
applying for asylum status in a strange city (Fig. 1).  
 

Figure 1: Screenshot of the art game North, where the 
player is confronted as a refugee in a strange city 

 
It tries to transmit the feeling of being immerge in another 
culture environment, something impossible for most people 
to understand. In another installation, Fuir la guerre 
(Alineaire 2015), the player encounters metaphorical stages 
of a refugee family’s trip to liberty (Fig. 2). 
 

Figure 2: The installation Fuir la guerre, at the Art Game 
Demos#4 exposition 
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Empathy or awareness to specific situation 
Initiated by artists, another category of games are a step 
more in the direction of directly representing an existing 
situation. In the following games, the authors refer to 
specific contexts such as the Syrian refugee crisis or the 
American-Mexican border. Here again the figure of the 
refugee is recurrent, but in different ways. 
Borders (Alvarez et al. 2017) proposes a game installation 
where the player must pass the Americano-Mexican frontier 
(Fig. 3). The content is directly inspired from the story of 
the author’s mother and father. Game mechanics such as 

avoiding patrols in the desert or preserving water are part of 
the experience. 
 

Figure 3: Borders installation, highlighting the desert 
environment of the game 

 
Passengers (Alliot et al. 2015) takes a completely different 
angle. The player experiences the point of view of smuggler, 
who must funnel the refugees across the Mediterranean Sea 
to Europe (Fig.4). In this minimalist tycoon game, the 
process of dehumanization of refugees is very well 
illustrated as the player tries to optimize his “business”. 
 

Figure 4: Screenshots of Passengers, illustrating the 
exploitation of refugees 

 
With a more empathic approach, several games also propose 
to share the experience of being a refugee. 21 days 
(Hardtalk Sudio 2017) is a simulation adventure game 
where the player follows a man, already arrived in Europe 
who seeks to help his family to rejoin him.  The player faces 
many of the issues related to this situation, from language 
barriers (Fig.5) to hunger. 
 
 
 
 

Figure 5: Screenshot of 21 Days, when the player faces the 
difficulty of understanding a foreign language as a refugee 

 
With an alternate approach Bury me my love (The Pixel 
Hunt et al. 2017) offers to depict the refugee situation from 
the perspective of someone staying in the conflict area.  The 
player is the husband of a woman trying to find her way to 
Europe. The only way to influence the relative’s travel and 

decisions is through the text message exchange of the 
husband’s phone (Fig.6). This game, inspired from actual 

refugees stories, received critical success, awards and was 
released on many platforms (iOS, Android, Windows PC, 
Nintendo Switch). 
 

Figure 6: Two screenshots from the iOS version of Bury Me, 
My Love simulating interactions of a Syrian couple through 

their mobile phones 
 
NGOs’ Awareness of specific situations 
Engaging with the next step in our continuum we now find 
games that are not only connected to actual field situations 
but additionally the funders or initiators are from 
humanitarian world. We can see several examples of 
organizations or foundations that fund projects to generate 
awareness on specific situations. 
One well-known title from this category is Darfur is dying 
(Ruiz 2006). The funding and support came from 
humanitarian aid organizations such as the Rebook Human 
Right Foundation and the International Crisis Group and 
was developed by students of the University of Southern 
California. The goal of this flash-based game was to 
generate some awareness in the occidental audience about 
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the terrible situation of refugees in Darfur. In the game, the 
player must manage a family struggling for survival, but is 
quickly confronted to situation where you lose family 
members (Fig.7). The message was explicit and the game 
generated 700 000 views in the first month of its publication 
online (Sayre et al. 2010).   
Battle Kid (Amnesty International 2012) is a smart example 
of an alternate use of game. Under the guise of a real 
shooter, Amnesty International invites the player to choose a 
conflict on a world map (actual conflicts involving child 
soldiers) and then to customize this child, by equipping him 
with weapons and armor. The disproportion of equipment 
and fragility of the child is obvious (Fig.8). When the player 
launches the game, a loading screen starts, and then a 
splash screen delivers a text from Amnesty International 
about the current situation of children in war. The core 
message is “you don’t play with a kid’s life”. There is no 

real game outside the use of classical multiplayer shooter 
loadout customization features to convey this message. 
 

Figure 7: Screenshots from Darfur is dying. On the left a 
phase of water gathering where you are trying to avoid 

hostile militias. On the right: the camp where you survive 
with your family 

 

Figure 8: Screenshot of the fake game Battle Kid, where the 
player customizes her child soldier. 

 
Promote the role of Nonprofit NGO 
Taking a step further, we found games close to the previous 
(funded by NGOs, related to actual situation) but that tries 
to show how to solve the situation.  Their main purpose is to 
promote the NGOs’ impact on the field or inform the 

players about the way these organizations works. 
Food force (Deepend et al. 2005) was certainly a first in this 
category. Initiated by the World Food Programme, this 
game takes place in an imaginary but credible food-scarcity 
crisis.  The player has to evaluate the number of people to 
feed, to balance the different components of the menus 

regarding the budget, and manage to reach out to the 
starved population. Supported by major names in video 
games like Ubisoft and Konami, the game saw more than 4 
million downloads in one year.  
Fund raising 
If all previous examples could initiate a donation to NGOs 
or tease a voluntary engagement in a cause, these games 
were not made for these objectives. As we progress toward 
the field, the next step is explicit fund raising for the activity 
of NGOs. Whatever these game contexts are, whether 
imaginary or actual, they impact the situation by increasing 
the potential goodwill given towards the victims. 
 
In 2010, Zynga game company used Farmville, their 
successful social game, to fund the World Food Programme 
action in Haiti after a violent earthquake. They solicited 
their community of player by selling specific items through 
their in game purchase feature.  They design items with 
explicit connection to the crisis as shown on figure 9. 
 

Figure 9: Two items that Farmville players could buy to 
fund WFP operation in Haïti 

 
More recently, the International Committee of the Red 
Cross collaborated with the Arma 3 Laws of War DLC from 
Bohemia Interactive (2017). This mode for Arma 3 
(Bohemia Interactive 2017) features fictional humanitarian 
organizations in the game world. The intention was double: 
to familiarize the players with the laws of war (Fig.10) and 
to encourage fund raising for the Red Cross through their 
virtual-turned actual awareness of NGO influence in large 
and small-scale geopolitical conflict. 

 
Figure 10: A brief sequence in Arma 3 Laws of War DLC 

with a focus on Laws of war. 
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Train or help humanitarian workers 
The examples of this category reduce the distance to the 
victims: they are designed to train members from NGOs or 
Governmental agencies who intervene on the field. 
For instance, Gamoteca (Technovatio 2016) is a gamified 
application intended to train humanitarian workers to work 
in various scenarios through a mix of face to face and use of 
the digital application.  
Another interesting use of gamification can be observed in a 
running initiative of the organization Terre des Hommes. 
They aimed to increase the engagement of participants on a 
web page dedicated to child protection: https://childhub.org.  
To achieve this goal, they implemented very classic 
gamification features such as badges, quests, levels, 
leaderboard. According to an interview with the team, this 
approach did in fact increase users’ participation and 

sharing of key game moments, which for them constituted 
an improvement of the community knowledge about the 
situation and the practices. 
 
Prevent risk, behavior changes 
From the humanitarian worker and general public, we shift 
to the victims or persons at risk. The following examples of 
games aims to improve their safety or comfort.  
Games can provide a sense of solace after a crisis. The pilot 
research project Mantra (Soriano 2018) was created to 
improve the level of health knowledge in rural areas of 
Nepal, in particular after the consequences of the 
earthquake of 2015. The game teaches how to evaluate the 
severity of health symptoms encountered during pregnancy 
and in new born children.  From this game the audience 
should get a strong sense of the appropriate reaction and 
understanding of potential urgency in the event of certain 
symptoms. These aspects are critical as initiate a movement 
in the mountain to reach the nearest medical center could be 
dangerous. 
Games could also be designed with the intent of preventing 
potential crises.  For instance, there are many initiatives in 
the cause to promote hygiene and educate players about 
germ theory. In 2016 the Handwashing Innovation Sprint 
received 120 propositions of applications and games to 
improve the handwashing and hygiene among children at 
risk. The winner of this particular contest Play with Nazeef 
was a game disseminated in close to 50 Palestinian schools 
and improved the handwashing in toilet from 65.2% to 
98.2%.  This is a clear measurable impact on an actual 
situation. 
 
Direct impact on a crisis situation 
Finally, we arrive at the extremity of the continuum.  Now 
video games can even aim to be intervention tools in the 
crisis itself. This time, final users are victims and funding 
and development are connected to governmental or NGO 
concerned by the unfolding humanitarian situation. 
The game Antura & the Letters – Arabic (Cologne Game 
Lab TH-Köln et al. 2018), is among the first widely 
distributed games in this category. Funded by an 
international call, EduApp4Syria, the aims are to provide 
literacy and psychosocial support to Syrian children in 
displaced populations. Deployed worldwide, this free game 

is mainly promoted in countries around Syria (Fig.11). 
Supported by All Children Reading and the UNICEF, a 
large evaluation was done in some refugee camps in Jordan 
in 2017 (Koval-Saifi et al. 2018), demonstrating that even 
in the worst conditions (no school, no internet, illiterate 
parents, etc.) the game is accessible and also able to teach 
and to improve psychosocial well-being of the children. 
 

Figure 11: Antura & the Letters Photos from playtest (left 
side) and impact evaluation (Right side), both with children 

refugee in Jordan 
 
Sum up of the continuum 
We might miss certain categories of games related to 
humanitarian even if we tried to be exhaustive. The 
following table (Table1) is an illustration of this continuum 
principle, from out of the field to direct intervention.  If 
other categories appear, they might find a position on this 
continuum. 
 
Table 1: Continuum of categories from the most external to 

the closest to the crisis situation 
 

Criteria 
Current  
Identified 
categories 

Audience, main 
targeted users Funding or client Area of diffusion 

and impact 
Examples  
of games 

Entertainment 
with fantasy 
contest

Broad audience, 
gamers 

Entertainment 
game companies 

Broad diffusion, not 
pointing at real 
crisis situations, and 
without explicit way 
to have impact 

Neverwinte
r Online 
Final 
Fantasy XV 

Art and 
experimental 
with no specific 
situation 

Broad audience, 
interested in art 
or the topic 

Indie game 
companies, 
artist, art funding 

Limited diffusion, 
not pointing at 
specific crisis 
situation, and 
without explicit way 
to have impact 

North 
Fuir la 
Guerre 

Empathy or 
awareness to 
specific situation 

Broad audience, 
with interested in 
the topic 

Indie game 
companies, 
sometimes with 
cultural/media 
states grants 

Limited diffusion 
pointing at specific 
crisis situations but 
without explicit way 
to have impact 

Borders 
Passengers 
21 Days 
Bury me 
my love 

NGOs’ 

Awareness of 
specific 
situations 

Broad audience, 
with interested in 
the topic 

NGO’s, 

foundations, 
government   

Broad diffusion with 
identified indirect 
impact (Donation) 

Darfur is 
dying 
Battlekid 

Promote the role 
of Nonprofit 
NGO 

Broad audience, 
with interested in 
the topic 

NGO’s, 

foundations, 
government   

Broad diffusion, 
with identified 
indirect impact 
(Donation, 
enrolment) 

Food Force 
1  
Food Force 
2 

Fund raising 
Broad audience, 
with interested in 
the topic 

NGO’s, 

foundations, 
government , 
entertainment 
game companies 

Broad diffusion, 
indirect impact on 
the situation by 
funding 
interventions 

Farmville 
Haiti 
operation 
Arma 3 
Laws of 
war DLC 

Train or help 
humanitarian 
workers 

Humanitarian 
workers 

NGO’s, 

foundations, 
government ,  

In training session 
of NGOs, indirectly 
impact on the 
situation by 
improving workers’ 

skills 

Gamoteca 
https://chil
dhub.org 
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Prevent risk, 
behavior changes 

People affected 
by the crisis 

NGO’s, 

foundations, 
government ,  

In the territories 
affected by a crisis, 
prior or after it, with 
direct impact on the 
victims situation 

Play with 
Nazeef 
Mantra 

Direct impact on 
a crisis situation 

People affected 
by the crisis 

NGO’s, 

foundations, 
government ,  

In the territories 
affected by a crisis, 
during the crisis, 
with direct impact  
on victims situation 

Antura & 
the Letters 
- Arabic 

 
DISCUSSION: HUMANITARIAN PRINCIPLE AND 
GAME DESIGN 
 
This progression into all these categories of games, with this 
proximity to the field perspective, leads us to the 
destination. In the past years, we have reached a pivotal 
point: video games are now directly addressing the situation 
by being in contact with the populations affected by 
humanitarian crisis, at the moment and in the place where 
these crises occur.  
These video games are intervention tools among the other, 
in the middle of the crisis. and as any form of humanitarian 
field intervention, video games teams should adopt ethic 
and principles developed by NGOs. As for instance, among 
UNICEF humanitarian principles: Neutrality, Respect for 
culture and Custom or the Do No Harm.  This last principle 
means that the intervention should be designed in a way that 
it is not causing more damage than it solves problems, and 
propose tools to have an as good as possible perception of 
the ecosystem of the crisis. 
During the development of Antura & the Letters – Arabic, 
the team adopted several of these principles. For instance, 
for the Do No Harm Respect for culture and Custom, they 
framed the production with a very strong user centered 
approach. Among the initiatives: Focus groups with families 
in the concept phase; Involvement of Syrian designers and 
developers from the very early stages; Curriculum designed 
with Syrian elementary school teachers; Numerous playtests 
of prototypes, alpha and beta versions, with child refugees, 
in Europe and Middle East. Media studies and surveys on 
the elements of content were also conducted to be sure the 
game was able to fit with the culture and customs of the 
affected populace. Investigation of the numerous social 
media groups and pages related to refugees were also made 
in order to identify neutral ones. The team also focused on 
worldwide distribution to offer the game to the refugees at 
the same time it was available to inhabitants of their host 
countries. The communication strategy focused on directly 
addressing the families through digital campaigns which 
utilized UNHCR data. Even on the technical side, a bundle 
of constraints came to ensure the attempt to reach in priority 
the most fragile, for instance: the game had to consume less 
than 100mb of space so it would be easy and cheap to 
download in the crisis related countries. The game also had 
to allow the freedom to users to transfer of the executable 
from a phone to another. The game also was designed to be 
completely playable offline, capable of running on middle 
range hardware as well as old version of operating systems 
and adhered to other various technical accessibility 
guidelines. All these cumulated strategies and constraints 
appeared to answer the humanitarian context and the 
adherence to its principles. 

The game is currently considered as a success in term of 
impact with 200 000 downloads in the region hosting most 
of the Syrian refugees, 1 million views of the trailer on 
YouTube and a community of 8000 persons on Facebook. 
The Middle East press covered the launch with more than 
40 articles. Antura is played each week several thousands of 
times.   
The adoption of humanitarian principles might be seen as 
constraints but they also are some sort of guarantee of the 
quality of the impact. Quality presents itself both in terms of 
intended real life benefit, here literacy and psychosocial 
well-being, and also the accessibility of adoption by the 
population. 
 
CONCLUSION 
 
UNICEF, the Red Cross and Terre des Hommes, are among 
the organizations that understand the role that game could 
play in the humanitarian context.  There is now time to time 
international calls for game content, collaboration with 
students in game oriented training, contests and awards, and 
integration of gamification appearing in some of their 
operations.  The initiatives are multiple and testify of the 
increasing of the interaction between the two worlds of 
digital entertainment and humanitarian aid. 
The journey through different game types that we brought to 
light in the paper is not totally chronologic. But regarding 
the dates of the first of their kind in connection to the 
humanitarian context we can observe a progression toward 
the field that takes around 15 years. We used three ensemble 
of criteria to be able to point this progression. 1: the type of 
audience or targeted users; 2: the source of funding or main 
client; 3: the area of diffusion and intended impact. We use 
as milestones nine categories of games, with different 
properties in the 3 ensembles of criteria. From one of this 
category to the next one, we could identify a step toward the 
field, considered as the ultimate level of impact. 
With the unlocking of this level comes the responsibility of 
any humanitarian intervention tool and the respect of some 
core principles. As shown by the summarized post mortem 
of Antura & the Letters – Arabic this new kind of 
framework positively affects the design, production and 
distribution of the game. 
In light of these multiple initiatives between the world of 
play and the humanitarian world, we can legitimately say 
that there is a growing common ground that is profitable for 
collaboration.  By increasing contact with the field, games 
for humanitarian causes will need to establish a strong basis 
of best practice. The first steps could be to understand how 
we can adapt the core principle of humanitarian 
intervention to the case of video game tools (such as 
freedom in accessibility). Also, we might miss specific 
opportunity to share our experiences when establishing 
these guidelines.  Workshops, conference, there is a fertile 
ground to formalize more efficiently the current state of art 
and prepare the next generations of video games. The 
quality of the experience and the impact felt by those 
involved will beneficiate from this growing collaboration. 
This improvement might one day be seen all along the 
continuum, from a better understanding and transmission of 
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the core concepts of the situation to the audience abroad at 
one extremity, to more efficient intervention tools on the 
other side. 
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ABSTRACT 
Both legislation based and voluntary sustainability reporting 
of companies has increased during recent years. Although 
reporting schemes, such as GRI (General Reporting 
Initiative) exist, sustainability reporting takes various forms. 
While this kind of sustainability data exists, the presentation 
can be tedious. In order to make sustainability information 
more fun, gamification can be utilized. In this experience 
report, the design and experiences of an open data game for 
sharing the sustainability commitments of Finnish Maritime 
Industry are presented. As an open data game, the focus is 
on letting the player to explore the data freely. Information 
sharing is the key of this application, and while most 
information was text-based, also badges were used, the 
game was based on a story, and the player was presented 
his/her interests at the end of the game. The experiences of 
the players were measured with a questionnaire which 
included In-Game Game Experience Questionnaire. The 
experiences of the players were positive and interest in this 
kind of application was also seen as a learning medium. 
 
INTRODUCTION 
 
Sustainability research, sustainability reporting, as well as 
general knowledge on sustainability has seen an increase 
during recent years. The concept itself is often split into 
three categories: environmental sustainability (sometimes 
ecological sustainability), economic sustainability and social 
sustainability (Elkington, 1999). The focus is usually on 
environmental sustainability, but attention is also paid to the 
other two categories. United Nations has created the 2030 
Agenda for Sustainable Development, including 17 
Sustainable Development Goals (SDG), which cover all 
aspects of sustainability (United Nations, 2015). These 
SDGs are widely known and utilized in both education and 
reporting of sustainability. The focus on the company side 
has changed from distinct social and environmental 
reporting gradually to include both of these areas and even 
the third dimension, i.e. economic sustainability (Hahn and 
Kühnen 2013). According to Hahn and Kühnen (2013), the 
research gaps of sustainability reporting can be found in 
regulation, governance, quality and stakeholder perception. 
 
In scientific research, sustainability can also be seen in other 
roles: sustainability applications are considered as a 
research media. These applications typically attempt to 

change the personal behaviour of the target groups (e.g. 
Jylhä et al. 2013; Nguyen 2014; Brewer et al. 2015) and 
they tend to focus on changing economically and 
environmentally sustainable behaviour, such as the 
household energy usage or the transport method (Könnölä et 
al. 2018). 
 
Although reporting sustainability actions exists, these 
reports can be tedious can be left out of public attention. In 
this paper, existing data of sustainable actions taken in the 
Finnish Maritime Industry is presented in an open data 
game to encourage the users to explore the data. The 
scientific scope is widened from changing the personal 
behaviour to informing the user. In the design and 
development of the application, previous knowledge of 
gamification and open data games is utilized. The aim of 
the research is to share information and measure the 
perception of the users on the gamified reporting of 
sustainable actions.  
  
BACKGROUND 
 
In the design of sustainability applications, pro-
environmental elements, as well as game design elements 
from gamification, are used (Könnölä et al. 2018). Pro-
environmental behaviour is defined as conscious actions that 
aim at reducing negative human impact on the environment 
(Kollmuss and Agyeman 2002), whereas pro-environmental 
elements are used to motivate this kind of behaviour 
(Froehlich 2010). Several definitions of game design 
elements have been created by going through existing 
gamified applications (Weiser et al. 2015; Sailer et al. 2013; 
Hamari et al. 2014) and these definitions resemble each 
other quite well. For example, assignments, quests and 
goals; points, credits and levels; achievements and badges; 
and leaderboards and collections are found in all of them. 
Some game design and pro-environmental elements are 
more commonly used in both research applications as well 
as popular sustainability applications: Information sharing 
can be considered as a critical element, whereas feedback 
and rewards are used to encourage sustainable behaviour 
through points, levels and badges, and commitment and 
comparison are created through a story or a leaderboard 
(Könnölä et al. 2018).  
 
Open data have become more available due to the inner 
desire and external pressure for different groups to be as 
transparent as possible. For example, many governments 
and cities have published a wide range of data in their 
application programming interfaces (APIs) (Friberger et al. 
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2013). In open data games, the content comes from an 
external source (such as APIs and websites) and the 
gameplay mechanics are developed on top of the existing 
data (Macklin et al. 2009). Open data games differ from 
serious games since they provide a possibility to explore the 
data without restrictions instead of creating a learning 
environment or trying to change the behaviour of the player. 
Data games are strongly related to the data used in it, 
making the quality of the data play a significant role in the 
game. (Friberger et al. 2013) Visualizing the data in new 
ways is practical and straightforward, but by giving the user 
an active role, the player can bring their interest and 
behaviour to the game itself (Macklin et al. 2009). 
 
RESEARCH METHOD 
 
The research method can be divided into two parts: game 
development and game testing. Research questions focus on 
an open data game based on open company-related 
sustainability data: 

1. Which game design and pro-environmental 
elements are suited for the application? 

2. What kind of challenges were faced during the 
development of the application? 

3. How the players experience a gamified application 
and its informative value? 

 
The game was developed based on the existing open 
sustainability data and knowledge on open data games as 
well as sustainability applications. In the game design, 
several design choices were made on both the game design 
elements as well as in the ways a user can explore the data. 
The results of this part answer to the first two research 
questions and are described in Game Description Section. 
 
After the creation of the game, it was tested with real users 
in a one-day science event aimed at students from the first 
grade to the end of high school. In addition to the students, 
adult participants (e.g. teachers, organizers, parents) were 
able to test the game. Taking part in testing was voluntary. 
As there were many underaged participants, permission 
from their parents was asked either in advance or they got 
permission leaflet about taking part in the research to be 
brought home. The application was used with tablets and 
the questionnaires to be filled were printed ones. The testing 
included a pre-game and an after-game questionnaire. In the 
pre-game questionnaire, the players were questioned about 
their age, gender and previous knowledge of sustainability 
in the maritime industry. The after-game questionnaire 
included a partial In-Game Game Experience Questionnaire 
(GEQ) (Ijsselsteijn, Kort & Poels 2008) and questions about 
learning from different sustainability areas. These results 
are presented in Game Experiences Section. 
 
Even though GEQ is recommended to be used in its longer 
form, only In-Game GEQ was used due to the short time 
period each player was present in the game testing. The In-
Game GEQ was also modified by dropping out challenge 
and competence questions: the game was more about telling 
a story, than having competitive or challenging elements. In 

addition to the questionnaire, the game logged data about 
the choices the players made during gameplay as well as the 
time it took them to play the game. 
 
The data was collected in only one event, where the 
participants were mostly underaged. This can be seen to 
have an effect on the generalization of the results. With a 
longer version of GEQ, the generalization of the results 
would be more reliable. 
 
GAME DESIGN 
 
The game design aims at creating an alternative to the web 
page as a fun experience on the exploration of the 
sustainable actions of the Finnish Maritime Industry. The 
design of the game follows Friberger et al. (2013), i.e. the 
player should be able to explore the data without 
restrictions. The idea behind ResponSea - and 
correspondingly the game - was to invoke interest in the 
maritime industry and to emphasize that sustainability 
includes all three categories, not only the environmental 
category. 
 
The game was based on ResponSea, i.e. sustainable 
commitments of Finnish Maritime Industry openly available 
on a website (https://sitoumus2050.fi/en/). In addition to the 
general description of the commitment, each company has 
defined United Nations Sustainability Development Goals 
their commitment is related to, one to five sustainable 
actions they are going to take, indicators used for the follow-
up of each action, as well as agreed to report on their 
progress of the action.  
 
The open data fetch routine was designed to be as automatic 
as possible. Since Sitoumus2050 did not have an API, the 
data used in the game is collected by web scraping the 
website (https://sitoumus2050.fi/en/) to produce the file for 
the game. This is done frequently to enable the most recent 
information into the game. In each commitment, the SDGs 
are defined only in company level, and thus the data has to 
be manipulated to relate the SDGs to the action level. This 
is done only once for each action, and was done in co-
operation with the coordination of ResponSea: each 
company was asked to choose a maximum of three SDGs 
they considered fitting to each of their actions. When this 
manual work was done once for each action, everything else 
could be automatic. While the fetch routine is automatic, the 
data quality can have various challenges: the companies 
inputted the data to the system manually, which causes 
syntactic or grammatical errors violating data quality as 
well as missing or incorrect items in the data. 
 
The graphics design of the game had two main targets: it 
should not draw attention from the information content of 
the application and it should fit the quite simplistic style of 
the current ResponSea web page. For these two reasons, the 
style was selected to be pixel graphics. 
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Game Description and Game Design Elements 
 
The story of the game is a cruise in a fictional M/S 
ResponSea. In the beginning, the player is in a lobby shown 
in Figure 1 and selects whether to start exploring the actions 
of the companies through an SDGs’ corridor or a 

companies’ corridor. By selecting the SDGs’ corridor, the 

player moves to a corridor which has all seventeen SDGs as 
crossings to corridors. This view can be seen in Figure 2. By 
selecting an interesting crossing, the player moves to a new 
corridor where cabin doors represent all actions of different 
companies relating to that SDG. Similarly, if the player 
selects the companies’ corridor in the beginning, he/she is 
presented crossings which have the names of all the 
participating companies. When the player enters the 
corridor of a specific company, he/she sees all the actions of 
that company as cabin doors. Then the player opens one of 
the cabin doors and enters the cabin which has more 
information about that specific action. 
 

 
 

Figure 1. Starting lobby. SDGs’ corridor on the left, 

companies’ corridor on the right. 
 

 
 

Figure 2. SDG’s corridor, where the player can select which 
SDG related actions he/she wants to explore. 

 
Figure 3 presents the cabin, where the player can explore 
the action. Here the actual open data is transferred to 
gamified and pro-environmental elements. Information is 
presented in textual form when the player opens television, 
including a title, a description of the action, as well as a 
description and start and target levels of the indicator 
related to the action. Although gamified elements were 
considered, the automatic fetch routine of the open data and 
the aim of not using manual work were the main reasons for 
selecting textual input. The cabin has up to three paintings 
each of which represent one SDG involved in this action. 
These can be considered as badges that visually share the 
information to the player. Viewing the information on the 

TV is obligatory and the player cannot continue the 
gameplay before reading it. 
 

 
 

Figure 3. The cabin text includes the company name, and 
the action the company aims at. More information can be 

found by opening the television and the SDG paintings tell 
which SDGs the action is related to. 

 
After exploring the action, the player continues the game by 
selecting one of the existing SDGs from the paintings or the 
company by exiting through the door and ends up back to 
the SDGs’ corridor or the company corridor. The player can 
go back to previous corridor or even to the lobby. This way, 
the player continues to explore the actions of the companies. 
 
When the player has explored a predetermined number of 
actions (five in the test setting), the game moves to the 
ending scene in Figure 4. The three company names are the 
top three companies the player was most interested in and 
the shipping containers represented the SDGs by the 
corresponding colour and as a portion to the overall SDGs 
in the chosen commitments. This way, the player is 
presented their own collection of their interests, which can 
be related to collecting points or badges. 
 

 
 

Figure 4. End of the game scene. The companies the player 
is most interested in are presented as text, whereas the 

SDGs are presented as containers in the cargo ship. 
 
GAME EXPERIENCES 
 
In the one-day science event, 52 players tested the game, as 
presented in Table 1. According to the in-game data 
collected by the game, the median time for playing the game 
was 4 minutes 13 seconds, whereas the minimum and 
maximum time were 2 minutes 25 seconds and 8 minutes 36 
seconds respectively. 

104



 

Table 1. Information of the game testers. 
 
  Female Male Unknown Total 
Under 11 
years 

0 6 0 6 

11-15 years 1 18 2 21 
16-20 years 13 5 0 18 
Over 20 years 4 1 0 5 
Unknown 1 1 0 2 
Total 19 31 2 52 
 
The In-Game Game Experience Questionnaire included a 
total of ten questions two from each of the selected 
components: positive affect, immersion, flow, negative 
affect and tension. Each question was a statement, where the 
player could answer using the five-step Likert scale (not at 
all, slightly, moderately, fairly, extremely). From these two 
questions, an average was used for each player in order to 
evaluate their experience in each component.  
 
The averages and standard deviations of all players of the 
five components are presented in Table 2. The positive 
affect component consisted of questions about how good and 
content players felt while playing the game. The average for 
this component was between “moderately” and “fairly”, 

meaning that most people enjoyed playing the game. 
Immersion and flow components are also such, that the 
better the score, the better the game has succeeded. The 
immersion component, which measures how impressive the 
game is and how interesting is its story, got its average a 
little over moderate. The flow of the game, i.e. how 
absorbed the player was in the game and did they forget 
everything around them, got in average a little bit smaller 
scores, i.e. under “moderately”. 
 

Table 2. In-Game Game Experience Questionnaire 
component averages and standard deviations of all players 

(1=not at all, 2=slightly, 3=moderately, 4=fairly, 
5=extremely). 

 
  Average Standard 

deviation 
Positive affect 3,39 0,91 
Immersion 3,10 0,82 
Flow 2,45 0,97 
Negative affect 2,33 0,92 
Tension 1,88 0,80 
 
The negative affect and tension components are opposite to 
the other three components: The lower the scores, the better 
the results. The negative affect, i.e. how boring and tiresome 
the game was experienced, received on average score close 
to “little”. The tension component, which measured 

frustration and irritation, was at an even smaller level. 
 

1
2
3
4
5

Immersion Negative
affect

Flow Tension Positive
affect

under 11 years 11-15 years

16-20 years over 20 years

Figure 5. Averages of different age groups in each of the 
components. 

 
Figure 5 presents the averages of each component in 
different age groups. Although most of the experiences in 
the age groups resemble each other, the flow component has 
clear differences, i.e. the youngest and the oldest seem to 
have better flow than the teenagers. 
 
The aim of the game was to share information about 
sustainability actions including all three sustainability 
categories. According to Figure 6, this aim was quite well 
achieved, since on average the players thought they learned 
from all the sustainability areas moderately and only a few 
players thought that they did not learn at all. 

0 % 20 % 40 % 60 % 80 % 100 %

Environmental

Economical

Social

No at all Little Moderately Quite much A lot

 Figure 6. Which sustainability areas did you learn about in 
the game? 

 
DISCUSSION 
 
In the game design, similar components as were found in 
(Könnölä et al. 2018) were utilized. Information sharing 
was the main aim of the application, but also commitment 
was created through the usage of a story and comparison 
possibility was created by showing different coloured 
containers and names of the companies, which can be 
related to collecting points. Since the aim was not to change 
the sustainable behaviour, feedback and rewards were not 
present similarly to many other sustainability applications 
on scientific research. 
 
Similar difficulties were encountered as other studies 
relating to data games (Friberg et al. 2013, Dunwell et al. 
2016), which can be presumed to be a challenge for every 
game using open data. The data collection system was 
handled by two different parties, the website maintenance 
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and companies adding commitments to it, causing it to have 
no validation regarding the quality of data. A decision was 
made not to alter the data in any way in between the game 
and the website. The data the companies varied 
substantially: for example, some companies had created 
long explanations of the carefully thought indicators, their 
start and target levels, whereas other companies had only 
entered the name of the indicator without start or target 
levels. This caused some data points to have insufficient 
information and could affect the learning and interpretation 
of the data by the player. 
 
Although the game time on average was less than five 
minutes, the players considered the game positively and 
learned how three sustainability categories are present as 
actions in the Finnish Marine Industry. The goal of 
invoking interest in the sustainability of maritime industry 
was fulfilled. The environment, i.e. the noisy event, could 
have an effect on the results of immersion and especially 
flow, which had lower scores than the positive affect 
component in the Game Experience Questionnaire. A 
calmer environment could give other results. Mostly each 
age grouped seemed to have similar averages on the GEQ 
components, but a small difference was seen in the flow 
component. Since the youngest and oldest age groups were 
small in size, generalization cannot be made from this, but 
more data should be collected to understand the phenomena 
better. 
 
CONCLUSIONS AND FUTURE WORK 
 
In this research, an open data game for sustainability 
information sharing was developed and tested with mostly 
young users in a science event. The design decisions were 
well in-line in the current research on the design decisions 
of sustainability applications: information sharing is the 
key, that was coated with a story and finalized with the 
commitment of showing SDGs and companies the player 
was most interested in. Data quality played a great role in 
what kind of information the player received in the game. 
By improving the data quality, it could be possible to 
enhance the overall experience of the game and the impact 
of the information on the player. Despite the challenges 
with the data quality, the design choices were effective since 
the game was experienced positively according to the Game 
Experience Questionnaire. Also, the aim of the game, i.e. 
sharing sustainability information was accomplished as 
almost all the respondents thought that they learned about 
different areas of sustainability of maritime industry from 
the game.  
 
In the future, the application should be further developed by 
also adding the reporting information. In addition, the 
player should be able to continue to explore the actions after 
ending the game. Since the test group was quite young, it 
would be interesting to extend the approach to older 
customer groups to cover a wider population and gain 
knowledge of experience differences between different age 
groups. 
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ABSTRACT 
 
The authors present the design of the shipping simulation 
SEL and its integration in the MSP Challenge Simulation 
Platform. This platform is designed to give policymakers 
and planners insight into the complexity of Maritime Spatial 
Planning (MSP) and can be used for interactive planning 
support. It uses advanced game technology to link real geo- 
and marine data with simulations for ecology, energy and 
shipping. The shipping sector is an important economic 
sector with influential stakeholders. SEL calculates the 
(future) impact of MSP decisions on shipping routes. This is 
dynamically shown in key performance indicators (e.g. route 
efficiencies) and visualised in heat maps of ship traffic. SEL 
uses a heuristic-based graph-searching algorithm to find 
paths from one port to another during each simulated month. 
The performance of SEL was tested for three sea basins: the 
firth of Clyde, Scotland (smallest), North Sea (with limited 
data) and Baltic Sea regions (largest, with most complete 
data). The behaviour of the model is stable and valid. SEL 
takes between 4 and 17 seconds to generate the desired 
monthly output. Experiences in 20 sessions with 302 
planners, stakeholders and students indicate that SEL is a 
valuable addition to MSP Challenge, and thereby to MSP. 
 
INTRODUCTION 
 
The MSP Challenge Simulation Platform (henceforth MSP 
Challenge) is designed to give policymakers and planners 
insight into the complexity of Maritime Spatial Planning 
(MSP). It can be used for interactive planning support and 
general learning purposes. MSP is a process by which a 
country ‘analyse[s] and organise[s] human activities in 
marine areas to achieve ecological, economic and social 
objectives’ (European Union 2014), ending in a spatial plan. 
This spatial plan is essentially a highly annotated map of the 
sea area with spatial designations for specific human 
activities and marine protection measures for the medium-
term future, often a period of 5 to 10 years. The MSP 
Challenge was first conceived and developed as a computer 
simulation game in 2011, and has been applied in sessions 
with MSP authorities, stakeholders and students many times 
since (Mayer et al. 2014, 2013; Stolte et al. 2013). Since 
early 2016, it has been further developed at Breda University 
of Applied Sciences within the context of the EU projects 

and consortia NorthSEE, Baltic LINes and SIMCelt. It has 
now become a platform allowing for all sorts of simulation 
game sessions: in different sea basins, with different data 
sources, and with different simulation models running in the 
background.  
 
Shipping is an important sector to take into consideration for 
three reasons. First, it is one of the oldest and thus best-
established sectors to use the seas and oceans. Second, the 
sector has been one of the key drivers of global economic 
prosperity by transporting goods and people all over the 
world (Ferreira et al. 2018). Third, it is legally a strong 
sector as well; freedom of navigation has for centuries been 
an important principle in international maritime law 
(Wolfrum 2008). For this reason, shipping has always been 
an important theme and consideration in MSP Challenge 
sessions, especially since recent technical and social 
developments are creating new offshore human activities 
(e.g. wind farms, aquaculture) or new environmental 
protection measures (e.g. Marine Protected Areas, MPA) 
which are directly impacting the shipping sector.  
 
To better involve shipping in MSP, different governments 
and private companies developed spatial maps of specific 
sea regions (e.g. the North Sea region) showing ship 
movements over a certain period of time (Nilsson et al. 
2018). These static ‘heat maps’ are developed using ship 
movement data captured through the ships’ Automatic 
Identification System (AIS). The compendium of all ship 
movements generates heat maps which are very useful since 
they indicate the intensity of ships in specific areas over a 
specific time period. The maps can be used to recognise 
patterns, identify congestion areas, and evaluate risks, thus 
allowing planners to take important shipping information 
into account when they plan the use of sea space. 
 
Although these maps offer a great utility for planners, they 
have no predictive power and do not allow MSP officials to 
forecast and develop different scenarios. While certain 
shipping patterns are generally constant (e.g. cargo or tanker 
vessels taking fixed routes and avoiding shallow waters), the 
influences of, for example, new wind farms or new traffic 
separation schemes introduced by the International Maritime 
Organization (IMO) are hard to grasp in a static map.  
 
This is where the MSP Challenge could provide great value. 
MSP Challenge allows players to plan different scenarios for 
long periods of time (10 to 40 years), encouraging 
international discussion and cooperation to reach a coherent 
plan for an entire sea basin. However, the MSP Challenge 
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cannot rely on static shipping information, since any new 
plan made and implemented will invalidate the information. 
An example would be planning a wind farm over an existing 
shipping lane. A dynamic and responsive shipping model 
would be much more useful and insightful.  
 
Several shipping simulations already exist and could 
theoretically be reused in the MSP Challenge. Integrating 
(parts of) any of the following existing simulators is 
technically possible: 
 
1. MARIN’s Vessel Traffic Service simulates individual 

ships over the course of a couple of hours. It is mainly 
used for training harbour personnel. 

2. Sea Traffic Management, rolled out at several locations 
affiliated to the European Maritime Simulator Network, 
simulates individual ships in often particularly busy 
areas to test and teach novel traffic management 
technologies and techniques and thus optimise routes 
and reduce risks. 

3. SEATRAS simulates sea traffic in particularly 
congested areas to e.g. enable calculations of collision 
risks and tests of collision avoidance technologies and 
techniques (Itoh et al. 2003). 

 
However, when evaluating these existing solutions, we were 
concerned with the following: 
 
1. None of these simulation goals are well-aligned with 

ours. The simulations are created for other purposes 
than those of MSP Challenge. They offer some 
functionalities that we could use, but need some 
functionalities that we would still need to develop. 

2. Assuming we could adapt the existing simulations to fit 
our needs, MSP Challenge would simultaneously also 
handle dozens of large-scale data layers, as well as a 
simulation of offshore energy production and 
distribution (Hutchinson et al. 2018), and of ecosystem 
dynamics (Steenbeek et al. 2019). We thus require an 
efficient, well-targeted shipping simulation to keep 
system requirements at levels acceptable for our 
sessions and target audience. 

 
We therefore decided to explore how we could create our 
own shipping simulation. In this paper, we offer an answer 
to the question of how a convincing shipping simulation can 
be designed and implemented within the MSP Challenge, 
allowing for players to make MSPs that could include 
shipping measures and showing players within a reasonable 
timeframe the effects of their plans on ship traffic.  
 
We answer this question by explaining the design, 
implementation and results of the shipping simulation SEL 
(Shipping Emulation Layers) within the MSP Challenge. 
The bulk of this work took place over almost one year, 
involving co-design with shipping experts, programming and 
extensive testing and application in three sea basins through 
20 MSP Challenge sessions since 2018. In the remainder of 
this paper we first formalise the requirements that SEL 
needed to fulfil, before we explain how SEL solves this 
pathfinding problem efficiently yet realistically. 
 

FORMALISING REQUIREMENTS 
 
The MSP Challenge platform architecture and desired 
shipping functionality led us to define a number of 
requirements for input, output and throughput of the 
shipping simulation. We explain the platform architecture 
and our chosen requirements in this section. 
 
MSP Challenge Architecture 
 
MSP Challenge is a data-driven client-server platform, 
enabling sessions with different scenarios, regions and time 
frames (Figure 1). The platform uses advanced game 
technology to link real geo- and marine data with simulators 
for specific maritime sectors, mainly ecology, energy and 
shipping. These simulators are satellite applications 
interconnected with the game server. They add dynamic data 
to the game on the levels of ecology, energy and indeed 
shipping. They have a discrete-event architecture, with each 
discrete event representing one simulated month. A single 
game client can act as a player or game master and connects 
to the server, which is responsible for maintaining the 
current game state and interfacing with the simulations. The 
actual time between each discrete event is defined by the 
game master and depends on how long they want the entire 
session to last. In this manner, the MSP Challenge simulates 
MSP in up to four rounds of planning and simulation, each 
round representing as many years as the game master 
defines.  
 

 
Figure 1: MSP Challenge high level architecture 

 
A typical MSP Challenge session takes at least half a day, 
during which around 30 players are grouped into 5 to 9 
country teams. They design and implement at least 20 
independent maritime spatial plans that each alter any of the 
roughly 40 data layers, and analyse and evaluate resulting 
key performance indicators on the levels of ecology, energy, 
and indeed shipping. For players to analyse and evaluate 
results, the MSP Challenge needs to be able to obtain and 
pass through data of each month reasonably quickly.  
 
The different background simulations must read the 
maritime spatial plans defined by all players, and calculate 
and feed back the combined results and consequences. 
Obviously, the quicker the simulation can do this, the better. 
Yet, if the shipping simulation would take between 5 to 10 
seconds of computation per month, this would translate to 
around 15 minutes per 10 years. This is an acceptable 
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performance level, as it still fits the typical dynamic of an 
MSP Challenge session.  
 
Shipping Emulation Layer Objectives 
 
We defined SEL’s objective as to generate reasonably 
realistic ship intensity information per discrete event (each 
simulated month) for a gameplay period of several decades. 
The information needed to be split over several different 
types of ships, each with different behaviour: cargo, tanker, 
maintenance, passenger and ferry ships. 
 
The primary output of SEL needed to consist of rasterised 
heat maps showing the intensity of ship traffic in the 
simulated area. Given multiple ship types, multiple heat 
maps would need to be generated. The outputted heat maps 
would need to be shown in the MSP Challenge client, but 
would also need to be integrated into other simulations. 
Particularly, we would require the ability to define from ship 
intensity information particular ecological pressures that we 
could then feed into the ecosystem simulation MEL 
(Steenbeek et al. 2019). 
 
Furthermore, SEL also needed to output certain key 
performance indicators (KPIs). KPIs give insight into certain 
aspects of the sea basin state, and are typically highly 
contextual quantifications. Interpretations of whether or not 
changes in KPI are improvements or setbacks is part of the 
game and thus up to the players. Some KPIs are directly 
influenced by players and others are more for informational 
purposes. Three main KPI types were defined for SEL to 
generate: 
 
- The number of ships per port in the simulated month; 
- The routing efficiency between any two ports (actual 

route distance compared to the rectilinear distance); 
- The amount of ships travelled over a shipping lane. 
 
As a third and final output, SEL also needed to create 
shipping routing issues. When SEL was unable to find a 
route between two points, it should report an issue to the 
MSP Challenge platform. The issue is then shown to the 
players in the game client indicating that possibly one of 
their plans has created a problem for shipping and needs to 
be investigated. For example, players might create plans 
which define restriction zones that prevent specific ships to 
reach destination areas or ports. 
 
SEL Input Data 
 
As input SEL would firstly need all the data in the MSP 
Challenge sea basin in question to obtain a representation of 
the simulated world. The server divides data into certain data 
layers, where data layers can contain any number of planned 
geometry instances. The data layers of the MSP platform can 
be classified as: 
 
- Constant data. This is data that cannot be edited by 

players or other dynamic models while a session is 
running. This data is only requested and fed into the 
simulation upon startup. An example of static data 
would be of the landmass or bathymetry (sea depth). 

- Dynamic data. This is data that may change throughout 
the session by players’ actions, or as the result of 
another simulation. When a layer changes, it is flagged 
on the server and will be re-acquired and fed into SEL 
at the next discrete event (i.e. the next simulated month). 
Anything planned by players themselves, such as 
shipping routes, is dynamic data. 

 
The following data is subsequently interpreted by SEL in 
particular ways: 
 
- Shipping lanes. These are route segments in the sea 

basin. Ships might prefer to take such routes because it 
is, for example a mandatory route, company policy, or 
safer. Designated shipping lanes are mostly ship type 
specific and only present in busy and/or otherwise risky 
areas. Thus they never comprise complete routes from 
port to port, but are segments scattered over a sea basin. 

- Ports. Ports are considered producers and consumers of 
ship intensity, and are defined as point geometry. Each 
port has relevant metadata, such as the available fuelling 
types, port facilities, and the expected number of vessels 
(per type) arriving or departing per simulated month. 

- Restriction areas. These either block pathing for all or 
some ship types. An example of restriction geometry 
would be the landmass layer which blocks pathing 
completely for all ship types. Ship traffic separation 
areas, aquaculture and wind farms are other examples of 
restriction areas taken into consideration when pathing. 

 
As described above, there is specific metadata behind each 
port. It was a game design decision to keep the number of 
vessels “generated” by each port configurable per game 
session, and allowing the game master to tweak the number 
of vessels per port before the game session starts. This way 
different scenarios can easily be configured. 
 
SEL Ship Navigation Considerations 
 
In order for SEL to find realistic paths, we defined the 
following common ship navigation considerations: 
 
1. Freedom of navigation and basic economics. Under 

international maritime law, ship captains can, in 
principle, choose their own paths. Ideally, they would 
choose the most direct and thus most efficient path. 

2. IMO route adherence. Shipping companies have been 
following predetermined routes for safety reasons for 
over a hundred years. Nowadays, traffic separation 
schemes and shipping routes are the responsibility of the 
IMO, regulating congested sea areas in the world. An 
IMO designated route has a strong legal status and the 
benefit of increased safety in particularly busy areas. 
We take some exceptions to these rules into account 
(see final point) but other than those the simulated ships 
will follow IMO routes. 

3. Obstructions. Certain obstructions do not allow specific 
vessels to enter specific areas, notably: 
a. Specific ships are not allowed to go through 

human-made structures (notably wind farms, oil and 
gas installations). 
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b. Ship restrictions may be in place, for example for 
traffic separation, during wind farm construction, or 
no-shipping zones.  

c. A shallow area can represent an obstruction to 
bigger cargo and tanker vessels requiring deeper 
waters. This is implemented through a type-specific 
penalty system. Larger ships will have a larger 
penalty than smaller ships. We cannot treat the 
shallowest waters (0 - 20 metres) as no-go zones as 
ships will need to cross these depths to get to 
certain ports. 

4. Ship type differences. Although generally each ship 
wants to take the most direct route possible, there are 
noticeable differences between each ship type:  
a. Tankers and cargo vessels will try to follow the 

defined (IMO) shipping lanes as long as they do not 
create too big a detour. 

b. Ferry ships will take the most direct route 
regardless of whether there are shipping lanes it can 
use.  

c. Maintenance ships construct and maintain offshore 
man-made structures. They are the only type 
allowed to go to and cross over any offshore energy 
areas (notably wind farms). Maintenance ships are 
normally smaller, will always take the most direct 
route, and always originate from the port closest to 
the port with maintenance facilities. 

 
SEL’S ARCHITECTURE 
 
With all requirements described, in this section we explain 
the approach we took for building SEL. We specify how 
each simulated month the simulation finds the paths for all 
ships to generate the desired outputs. 
 
Pathfinding 
 
The simulation uses a heuristic-based, graph-searching 
algorithm to find paths between two points on the internal 
graph (A*) (Hart et al. 1968). There are three main steps to 
take the data provided by MSP Challenge and transform it 
into a usable structure for pathfinding. 
 
Step 1: Connection Graph Setup 
SEL internally builds a complex graph from the geometry 
data received from the game server. Port information is 
added as graph vertices. Similarly, all the geometry points 
defined in the shipping lane layers are added as graph 
vertices. All shipping lane connections between points are 
added as edges on the graph. The rest of the geometry is 
converted into restriction areas, forming rules that are 
reviewed when generating the rest of the connectivity graph. 
 
We created a separate layer invisible to players with a set of 
points in a grid pattern on navigable areas. These grid points 
create more graph vertices for populating the graph and 
supporting the pathfinding algorithm in finding alternative 
paths when required. Moreover, they define the alternative 
path’s resolution, important for defining the degree of 
resolution for our heat maps. 
 

To simulate the different ship navigation behaviours we 
implemented a system of rulesets working with restriction 
zones. Depending on the ruleset configuration we can force 
specific shipping routes to be very strict and have ships 
always take them if possible, or let them be more flexible to 
allow ships to take the shortest paths available. As a result of 
the A* heuristic function that is used the different routes that 
SEL calculates are usually sub-optimal in terms of distance 
travelled, but closer to the real-world results. 
 
Step 2: Route Calculation 
Once the input data is set up for the graph we start 
connecting the entire graph together by creating more edges. 
SEL loops over every vertex in the graph and connects it to 
the closest neighbours that are within a certain direction, as 
long as there is no blocking restriction geometry in between.  
 
To give an example, for every vertex in our graph a 
connection is made to the closest navigable vertex north, 
east, south and west of it, as long as there is no blocking 
restrictions in between. These edges that are created are 
marked as being implicit edges, as opposed to the explicit 
edges which are shipping lanes defined by the data. We 
uphold this difference between implicit and explicit edges 
for the pathfinding algorithm. In the pathfinding 
implementation travelling over implicit edges incurs a 
configurable cost penalty. This cost penalty influences the 
pathing in such a way that we can control how likely the 
ships are to adhere to explicit edges (official shipping lanes, 
e.g. IMO routes) by increasing and decreasing the penalty. 
 
Each edge also stores information about what ship types are 
allowed to use it and with which direction. The restriction 
zones the edge crosses influences the types of ships allowed 
to cross the edge. By default all ships are allowed to path 
over all edges, but this is changed when an edge is created 
over a restriction zone that only allows a subset of ship 
types. The edge copies the allowed ship types from the 
restriction zone it crosses. The directionality setting restricts 
in what direction the edge can be crossed and can be set to 
unidirectional (only from start to end) or bidirectional 
(either way) for every edge. This mimics IMO traffic 
separation schemes. 
 
For finding paths, we query the constructed graph using an 
A* algorithm that takes into account the edges the ship type 
can cross and respects the directionality of the edge. 
Depending on the ship type configuration implicit edges are 
penalised by using a cost multiplier for crossing that edge. 
Additionally, restriction geometry can specify cost 
multipliers to make ships only cross the geometry when 
alternatives are either not found or significantly more costly. 
A usage example of this restriction geometry penalty is the 
bathymetry layer. The 0 - 20 metre depth bathymetry layer 
specifies a large cost penalty for crossing the layer by large 
ships. This causes large ships to avoid coastal areas that are 
shallow unless they need to cross it to get to a harbour. 
 
During the pathfinding calculation stage we cache all created 
routes. Before we calculate a new path, we check if there is a 
path that already matches our requirements of source, 
destination, ship type and directionality. For instance routes 
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from point A to B can be reused for paths from point B to A 
provided that they do not contain any unidirectional edges 
and allow for the required ship type.  
 
Step 3: Storing the Connection Graph. 
The connection graph generated in Step 1 and the paths 
generated in Step 2 are stored for use in future calculations. 
By keeping the data, we can significantly reduce the 
required calculation time for months that do not influence 
any layers that affect shipping. The graph and routes are 
completely discarded and recalculated when one of the 
layers taken into account for the shipping simulation 
changes.  
 
Heat Map Generation 
 
Generating heat maps is an important step for our 
implementation. This takes the abstract data of shipping 
intensities over a route to data that can be visualised in the 
form of a heat map. The process consists of three steps. 
 
First, SEL generates an unbounded raster of intensity values. 
This starts with a two-dimensional array of a size equal to 
the final output image initialised with 0 values. For every 
route that was calculated the algorithm walks the edges that 
make up the route. We project the edge onto the raster using 
a line rasterisation method (Bresenham 1965). When we use 
this method, every cell the edge crosses has the cell’s value 
increased by the intensity of that route. The rasterised data 
obtained (Figure 2) contains very sharp results of the actual 
intensity values for each pixel on the simulated raster.  
 

 
Figure 2: Unbounded intensity map 

 
Second, SEL creates a raster mask defining what areas are 
inaccessible to each ship type. These images are either fully 
black or fully white, where all pixels covered by an 
unpassable restriction zone are white (Figure 3). This mask 
serves a purpose in the next step, ensuring that we do not 
blur ship traffic over areas where ships are not allowed to 
go, for example over land.  
 
Third, SEL blurs out the values to the intended display 
range. It needs to flatten the unbounded grid values in our 
heat map to values that we can represent as an image. We 
use a modified Gaussian convolution matrix as an image 
filtering technique to spread the intensity values that exceed 
the chosen maximum (Fisher, Wolfart, and Wiley 1996). If 
the heat map is configured to contain e.g. max 10 intensity 

and the unbounded heat map has values of 50, that value 
should be smeared out over adjacent pixels (Figures 4 and 
5).  
 

 
Figure 3: Restriction map used in shipping rasterisation 

 

 
Figure 4: Gaussian convolution filter example and how the 

intensity values are distributed to adjacent cells 
 

Figure 5: Unbounded heat map (left) with Gaussian 
convolution filter applied (right) 

 
To increase the accuracy of the Gaussian blur, our 
implementation takes into account the restriction mask from 
the previous step to know where it is allowed to put 
intensity. When a pixel is marked as unavailable in the mask, 
the blur kernel weights are adjusted to compensate, ensuring 
that we do not lose intensities from moving them around. 

 
Key Performance Indicators 
 
The key performance indicators that SEL calculates are 
derived from different data already present after calculating 
the routes. Three main KPI categories are calculated: 
 
1. The number of ships a port produced in the simulated 

month. We derive the number of ships of a certain type 
that a port produces from the input data defined by the 
scenario. This value is the actual number of ships that 
are sent over a particular route to a destination, and 
provides an insight into port development. 

2. Per-port routing efficiency percentage. For each port we 
examine each route, and divide the length of the route 
and by the rectilinear distance between origin and 
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destination. This single value fed back is the average 
efficiency of all routes from the particular port. 

3. The amount of ships travelled over a shipping lane. For 
every lane we track which source geometry it belongs 
to. Source geometry is only defined for explicit shipping 
lanes. SEL goes over all available routes and all of the 
edges that make up that route. If an edge is an explicit 
shipping lane, then SEL adds the route intensity to it. 
The sums of these intensities are incorporated into each 
shipping lane’s metadata.  

 
PERFORMANCE, OPTIMISATION, VALIDATION 
 
In this section we evaluate SEL and the challenges of 
keeping the simulation running as fast as possible while 
offering a wide variety of player options and maintaining 
accuracy to keep the simulation believable. To check and 
increase SEL’s accuracy, we compared the SEL generated 
maps to shipping intensity data we acquired for three 
regions: Firth of Clyde, North Sea and Baltic Sea. 
 
Firth of Clyde 
 
The Firth of Clyde is a relatively small sea basin to the west 
of Glasgow, Scotland. Marine Scotland provided us with 
real-world AIS data and resulting heat maps for this marine 
region. In Figure 6 we compare the Marine Scotland heat 
map to SEL’s generated heat map as viewed from within 
MSP Challenge. The MSP Challenge play area for the Firth 
of Clyde is just the Clyde estuary, so all the shipping 
intensity outside was not considered for the simulation, but it 
is possible to clearly observe the similarities. 
 

Figure 6: Firth of Clyde - Marine Scotland left, SEL right 
 
We note the following differences between the two maps: 
 
- There is a small island (1 in Figure 6) in the lower left 

quadrant of the image where the real-world data shows 
shipping intensity going north of the island, while SEL 
outputs the intensity further south. This is a result of the 
resolution of the pathing graph.  

- The real-world data shows there is a line between the 
Isle of Arran (2 in Figure 6) and the Scottish mainland 
which is very busy. In SEL, this line is completely 
absent. Real-world maps show there is a ferry route at 
that exact intensity line. This is because the provided 
source data did not include this particular ferry route’s 
number of ships per month or geometry. 

- SEL noticeably distributes shipping over more separate 
lines than we see on the real-world heat map. This is a 
result of our pathing algorithm implementation. 

 
Over the course of 2017, several Marine Scotland MSP 
professionals were involved in this implementation and 
evaluated the developments and final results. They deemed 
the results close enough to reality and representative enough 
for the region to render it useful for MSP Challenge sessions 
oriented towards education, training and stakeholder 
engagement. In early 2018, the simulation was applied in 
two MSP Challenge sessions with a total of 21 participants, 
both successful in their respective objectives of stakeholder 
engagement and higher education. 
 
North Sea 
 
The North Sea is a much larger sea basin in Europe, known 
for its heavy traffic. We acquired total shipping intensity 
data and heat maps for this sea basin concerning the period 
July 2016 - July 2017 from the Havbase website. In Figure 7 
we compare the Havbase heat map to SEL’s generated heat 
map as viewed from within MSP Challenge. 
 

 
Figure 7: North Sea - Havbase left, SEL right 

 
We note the following differences between the two maps: 
 
- Due to the large amount of energy facilities, SEL 

generates a large amount of maintenance ships 
travelling to and from them. This is particularly visible 
to the right of Scotland, with its many oil and gas 
installations (1 in Figure 7). In this case this seems to be 
quite similar to the real world. However, SEL also does 
this for wind farms. While this is in itself realistic, we 
do not see these maintenance intensities in the same 
manner and with the same ports of origin in the real-
world data. 

- In the northern part of the Netherlands, at the Den 
Helder port (2 in Figure 7), there is a routing error that 
causes ships to go around the island of Texel before 
faring into the sea basin. This is an issue caused by the 
way that we treat bathymetry-based cost penalties.  

- Like in the Firth of Clyde, SEL distributes shipping 
intensities much more on separate lines than can be seen 
on the real-world map (3 in Figure 7). This is again a 
result of our pathing algorithm implementation. 

 
Over the course of 2017 and 2018, we worked extensively 
with several maritime professionals within the NorthSEE 
partnership to get to this implementation. They generally 
deem the results valuable, although they also tend to quickly 

1 1 

2 2 

1 1 

2 2 

3 3 

113



 

 

point out the aforementioned differences with the real world. 
Since 2018 we have applied the simulation in 15 MSP 
Challenge sessions with a total of 215 participants, all 
successful in their objectives of stakeholder engagement, 
planning support and higher education. 
 
Baltic Sea 
 
The Baltic Sea is an even larger sea basin in North-Eastern 
Europe, officially spanning the Kattegat, Baltic Proper, 
Bothnian Sea and Gulf, Gulf of Riga, and Gulf of Finland 
marine regions. In this case the Baltic Marine Environment 
Protection Commission - Helsinki Commission (HELCOM) 
provided us with real-world AIS data and resulting heat 
maps concerning every month of 2016, split over our (and 
more) ship types. This was as yet the most complete dataset 
we were able to obtain for an area this large. In Figure 8, we 
compare the HELCOM heat map to SEL’s generated heat 
map as viewed from within MSP Challenge. 
 

 
Figure 8: Baltic Sea - HELCOM left, SEL right 

 
We note the following differences between the two maps:  
 
- Missing data from ports in the northern Bothnian Gulf 

(1 in Figure 8) created a noticeable difference in ship 
dispersion. 

- The large island of Gotland (roughly in the middle of 
image) allows ships to go past both sides of the islands 
(2 in Figure 8). To avoid congested areas, most of the 
times ships will take alternative routes in the real world. 
In this case, that would mean they divert to going north 
of the island to avoid congested areas at a cost of a 
(slightly) longer route. In our model alternative routes 
are not considered when the area reaches a specific 
density threshold. 

- There is a significant difference in the position of 
shipping intensity at the Kattegat entry and exit area in 
the west (3 in Figure 8). Again this is attributed to the 
fact that our model does not include congestion. 

 
Over the course of 2017 and 2018, we worked extensively 
with several maritime professionals from HELCOM within 
the context of the Baltic LINes partnership to get to this 
implementation. Similar to the NorthSEE partners, they 
generally deem the results valuable, although they also tend 
to quickly point out the aforementioned differences. Since 
2018 we have applied the simulation in three MSP 
Challenge sessions with a total of 66 participants, all 
successful in their objectives of stakeholder engagement and 
planning support again. 

 SEL Performance 
 
As can be imagined, the processing times of the three 
implementations differ highly. For the Firth of Clyde dataset 
(Figure 6) it takes around 4 seconds for the initial processing 
step to complete, resulting in around 3,000 routes. For the 
heaviest Baltic Sea dataset (Figure 8) this initial processing 
step takes around 17 seconds to complete, resulting in over 
33,000 routes. 
 
Each simulation step after the first takes less time since we 
can re-use data that we previously processed. When one or 
more of the dynamic data layers have been changed that SEL 
uses, subsequent steps for the Firth of Clyde take around 2.5 
seconds and for the Baltic Sea around 13 seconds to 
complete. When no data layers are changed, the simulation 
time is reduced to less than one second for any of the three 
implementations. 
 
The two parts of the simulation that currently take up the 
most time are building the pathing graph and calculating the 
routes, approximately 30% and 50% of total processing time, 
respectively when measured on the Baltic Sea data. The 
simulation time that we are currently able to achieve is 
slightly above MSP Challenge targets. Optimising the 
simulation, while keeping the same level of accuracy for the 
results, is an ongoing task. Still, the performance we are able 
to achieve is currently not a bottleneck in any of the sessions 
we are running. 
 
A performance improvement that we can still implement 
with the current SEL architecture is to locally rebuild the 
pathing graph. Currently, if a data layer changes that SEL 
uses the entire graph is discarded and rebuilt. When we use 
the new graph, all paths are recalculated to ensure the routes 
are still valid. Instead of rebuilding the entire graph, we 
could invalidate a smaller portion of the graph and only 
rebuild that area. This has the potential to drastically lower 
the rebuild times of the graphs. Determining which paths 
need to be rebuilt is still a challenge as a change might open 
up shortcuts that were not possible before. 
 
CONCLUSION 
 
In this paper we have discussed how we created a 
convincing shipping simulation which can perform its 
calculations in an acceptable period of time. The simulation 
we outlined works with, and responds to, dynamic data fed 
into it by the MSP Challenge server. We presented how we 
approached the implementation of shipping simulation as a 
graph-based pathfinding problem, and how we rasterised this 
graph data to build a convincing heat map by use of several 
techniques, including a modified Gaussian blur, for use 
within the game environment.  
 
We implemented this simulation in three marine regions: 
Firth of Clyde, North Sea, and Baltic Sea. In all three 
implementations we worked with shipping professionals to 
understand the shipping logic and obtain shipping intensity 
data from the region. We determined that with these three 

1 1 

2 2 
3 3 
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highly diverse regions the simulation is able to run within a 
small timeframe (4 - 17 seconds per simulated month). 
 
We applied all three regions in a total of 20 formal MSP 
Challenge sessions successfully reaching their objectives of 
stakeholder engagement, planning support, and higher 
education. We incorporated feedback obtained during each 
application to improve the simulations for later sessions, and 
identify even further improvement potential. The provided 
outputs are nonetheless very suitable for representing ship 
navigation behaviour, and for keeping players engaged and 
thinking about (in)direct impacts of their plans on shipping. 
 
We continue to improve the accuracy of the simulation. The 
first improvement that we will address concerns how we 
treat bathymetry cost penalties. Currently the cost penalties 
are incurred every time a ship crosses the line between deep 
and shallow water, while no cost is incurred as long as the 
ship is within shallow water. This is a naive approach, but 
works well for a large part of the shipping routes. There are 
a couple of routes where this nonetheless leads to unrealistic 
path segments. If we constantly incur cost penalties while a 
ship is within shallow waters, this might improve the 
accuracy of the paths. Moreover, as seen in the Baltic Sea 
shipping intensity data, there are several inaccuracies that 
can be attributed to our simulation not taking congestion into 
account. Implementing congestion into the simulation to 
have ships avoid congested areas is another accuracy 
improvement with high potential. 
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